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Wireless sensor networks are typically composed of low-cost sensors that are deeply integrated in physical
environments. As a result, the sensing performance of a wireless sensor network is inevitably undermined
by biases in imperfect sensor hardware and the noises in data measurements. Although a variety of cali-
bration methods have been proposed to address these issues, they often adopt the device-level approach that
becomes intractable for moderate- to large-scale networks. In this paper, we propose a two-tier system-level

calibration approach for a class of sensor networks that employ data fusion to improve the sensing perfor-
mance. In the first tier of our calibration approach, each sensor learns its local sensing model from noisy
measurements using an online algorithm and only transmits a few model parameters. In the second tier,
sensors’ local sensing models are then calibrated to a common system sensing model. Our approach fairly
distributes computation overhead among sensors and significantly reduces the communication overhead of
calibration compared with the device-level approach. Based on this approach, we develop an optimal model
calibration scheme that maximizes the target detection probability of a sensor network under bounded false
alarm rate. Our approach is evaluated by both experiments on a testbed of TelosB motes and extensive sim-
ulations based on synthetic data sets as well as data traces collected in a real vehicle detection experiment.
The results demonstrate that our system-level calibration approach can significantly boost the detection
performance of sensor networks in the scenarios with low signal-to-noise ratios.

Categories and Subject Descriptors: B.8.1 [Performance and Reliability]: Reliability, Testing, and Fault-
Tolerance; C.3 [Special-purpose and Application-based Systems]: Signal processing systems

General Terms: Algorithms, Performance

Additional Key Words and Phrases: Sensor calibration, parameter estimation, data fusion, target detection,
wireless sensor network

1. INTRODUCTION

Wireless sensor networks (WSNs) are increasingly deployed for mission-critical appli-
cations such as target detection [Clouqueur et al. 2004; Li et al. 2002], localization [Li
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and Hu 2003; Sheng and Hu 2005], and security surveillance [He et al. 2004; Gu et al.
2005]. In these applications, low-cost sensors are deeply integrated in physical envi-
ronments and hence often suffer from significant performance variations. In particular,
the measurement inaccuracy caused by hardware drift [Ramanathan et al. 2006; By-
chkovskiy et al. 2003], complex deployment terrain, and random noise [Bychkovskiy
et al. 2003] must be dealt with properly before sensor data can be meaningfully inter-
preted by users. A common solution is to calibrate the sensing characteristics of sen-
sors. In traditional calibration approaches, the sensor readings are mapped to the true
value by a calibration function obtained under controlled environments [Ramanathan
et al. 2006] or from manufacturer’s specification. However, such a device-level calibra-
tion scheme fails to account for the post-deployment factors such as non-ideal envi-
ronmental conditions and hardware aging. Moreover, the scheme becomes intractable
when the network scales to tens or hundreds of sensors.

Different from the device-level calibration, system-level calibration aims to optimize
the overall system performance by tuning the sensing parameters of all the sensors
in a network. System-level calibration often incurs significantly lower overhead by
taking advantage of the knowledge about how the local information gathered by indi-
vidual sensors is processed in the network. In this paper, we aim to devise system-level
calibration algorithms for WSNs that adopt data fusion schemes for information pro-
cessing. Data fusion [Varshney 1996] is a widely adopted signal processing technique
that can improve the system sensing performance by jointly considering the measure-
ments of multiple sensors. In practice, various data fusion schemes have been em-
ployed by sensor network systems for target detection [He et al. 2004], localization [Li
and Hu 2003], and classification [Duarte and Hu 2004]. The major challenge of cal-
ibrating fusion-based networks is to understand and exploit the complex correlation
between system performance and the characteristics of individual sensors. In particu-
lar, although the system performance of fusion-based networks is tightly coupled with
the measurements of multiple sensors, system-level calibration must avoid centralized
data collection and processing because of the resource constraints of low-cost sensors.

In this paper, we propose a novel two-tier system-level calibration approach for
fusion-based WSNs. In the first tier, each sensor learns its local sensing model us-
ing in-place measurements, and only transmits a few model parameters to the fusion
head node. In the second tier, the fusion head calibrates each sensor’s model to a com-
mon sensing model. Our approach has the following two key advantages. First, most
processing is performed locally by individual sensor, resulting in low communication
overhead. Second, the calibration phase only needs the position of a controlled target
as the input to the calibration process. At run time, the calibrated network can achieve
the optimal performance for detecting target at any given position. Several challenges
must be addressed for realizing such a two-tier approach. First, the measurements of
sensors are often corrupted by random noise from physical environment and sensor
hardware. Model learning using noisy data is challenging for low-cost sensors with
limited computation and memory resources. At the same time, the local sensing model
must accurately preserve the systematic bias of a sensor that is needed for system-level
calibration. Moreover, in the second-tier calibration, the correlation between biased lo-
cal sensing models and the overall system performance must be carefully considered
in order to achieve the optimal system performance at run time.

We make the following major contributions in this paper.

— We propose a novel two-tier calibration approach for fusion-based WSNs. Our ap-
proach fairly distributes the computation overhead among individual sensors. More-
over, each sensor only needs to transmit little information in order to achieve the
optimal system-level calibration.
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— We formally formulate the problem of system-level calibration for target detection
based on the two-tier approach. A linear regression algorithm is proposed to learn the
local sensing model at each sensor. The algorithm processes sensor measurements
in an online fashion and thus incurs little computation and memory overhead. We
then develop an optimal solution that calibrates biased local sensing models and
meanwhile the system detection probability is maximized under bounded false alarm
rate.

— We evaluate our approach through both experiments on a testbed of TelosB motes
and extensive simulations based on synthetic data sets as well as real data traces
collected in a real vehicle detection experiment [Duarte and Hu 2004]. Compared
with several baseline approaches, our system-level calibration approach significantly
boosts the detection performance of WSNs under a wide range of realistic settings.

The rest of this paper is organized as follows. Section 2 reviews related work. Sec-
tion 3 introduces the motivation and preliminaries. Section 4 presents the two-tier
calibration approach and the problem formulation. The local model estimation and
system-level model calibration are in Section 5 and 6, respectively. Section 7 and Sec-
tion 8 present testbed experiments and extensive simulations, respectively. Section 9
discusses several issues that are not addressed in this paper. Section 10 concludes the
paper.

2. RELATED WORK

Sensor calibration is a fundamental problem in WSNs. Ni et al. [Ni et al. 2009] investi-
gate the reasons and categories of sensor biases and faults based on the data collected
in a number of WSN deployments. Previous literature on calibration [Balzano and
Nowak 2007; Bychkovskiy et al. 2003; Feng et al. 2003; Ihler et al. 2004; Miluzzo
et al. 2008; Moses and Patterson 2002; Ramanathan et al. 2006; Whitehouse and
Culler 2002] can be categorized into micro-/macro- and non-blind/blind/semi-blind ap-
proaches.

The micro-calibration refers to the method that tunes each individual sensor to out-
put accurate readings. In [Ramanathan et al. 2006], each chemical sensor is carefully
calibrated in laboratory to obtain the mapping from its reading to the true value. In
[Miluzzo et al. 2008], an uncalibrated sensor calibrates itself when encountering a cal-
ibrated sensor. In [Ihler et al. 2004], each sensor’s location is calibrated using the po-
sition information of a subset of nodes. In contrast, the macro-calibration [Feng et al.
2003; Whitehouse and Culler 2002; Bychkovskiy et al. 2003] focuses on optimizing
the overall system performance. In [Feng et al. 2003], the biases of light sensors are
estimated by solving a group of equations that integrate all sensors’ measurements.
Similarly, in [Whitehouse and Culler 2002], the parameters of ranging sensors are es-
timated by regression based on pair-wise range measurements. In [Bychkovskiy et al.
2003], the calibration function, which maps two sensors’ outputs, is adjusted so that
the consistency among a group of sensors is maximized. These macro-calibration ap-
proaches require the transmission of all or partial raw measurements to a central
node for computing the calibration parameters. The approach presented in this paper
belongs to macro-calibration. Different from the above works, in our approach, each
sensor estimates a local sensing model and only transmits the model parameters for
system-level calibration.

Existing calibration methods can also be classified into non-blind, blind, and semi-
blind approaches according to the amount of required ground truth information. In the
non-blind calibration approaches [Ramanathan et al. 2006; Feng et al. 2003; White-
house and Culler 2002], the parameters of sensors are adjusted using sensor measure-
ments and known ground truth inputs. For instance, the readings of extra high-quality
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sensors are employed as the ground truth in [Ramanathan et al. 2006; Feng et al.
2003]. In [Whitehouse and Culler 2002], the distance between ranging sensors are
known during the calibration phase. In contrast, the blind calibration approaches [By-
chkovskiy et al. 2003; Balzano and Nowak 2007] do not require ground truth inputs. In
[Bychkovskiy et al. 2003], the discrepancies among co-located sensors are eliminated
by exploiting the spatial correlation in their measurements, hence the ground truth
is unnecessary. It is theoretically proved in [Balzano and Nowak 2007] that sensors
can be partially calibrated using blind measurements. Blind approaches often require
dense deployment [Bychkovskiy et al. 2003] or known model of the signal [Balzano
and Nowak 2007]. As a compromise, the semi-blind calibration approaches [Ihler et al.
2004; Moses and Patterson 2002; Miluzzo et al. 2008] only require partial ground truth
information. In [Ihler et al. 2004; Moses and Patterson 2002], the sensor locations are
calibrated using position information of a subset of nodes. In [Miluzzo et al. 2008],
an uncalibrated sensor calibrates itself when rendezvousing a calibrated sensor. The
calibration approach presented in this paper falls into semi-blind category, in which
sensors can calibrate their signal measurements based on partial ground truth infor-
mation.

Data fusion [Varshney 1996] has been proposed as an effective signal processing
technique to improve the system-wide performance in WSNs. Several data fusion
schemes have been employed by sensor network systems designed for surveillance
applications [Duarte and Hu 2004; Gu et al. 2005; He et al. 2004; Li and Hu 2003].
In our earlier work [Tan et al. 2010], we calibrate the parameters of data fusion such
that a sensor network adapts to various dynamics. Similar to this paper, [Fabeck and
Mathar 2007] aims to calibrate a fusion-based WSN for target detection. Specifically,
the detection performance of each sensor is calibrated using the ground truth infor-
mation labeled by an external observer. The optimal decision fusion rule at the fusion
center is then constructed based on the calibrated detection performance of sensors.
In their approach, the monitored target in the calibration phase and run time must be
the same. In contrast, we aim to calibrate the sensor measurements such that the sen-
sors have an identical sensing model that optimizes the system detection performance
of the data fusion. In our approach, the target used in the calibration phase can be
different from the target at run time. This feature makes our approach more practical.
Moreover, the calibrated network can adapt to the targets with different profiles at run
time.

The model of signal and the spatiotemporal correlation among sensor readings have
been exploited to reduce the communication overhead in collecting periodical sensor
readings, e.g., in [Santini and Romer 2006] and the references therein. Our approach
also leverages the model of the signal to reduce the communication overhead in cal-
ibrating sensors. The data reduction approaches, e.g., [Santini and Romer 2006], can
be integrated with our approach to reduce communication overhead of a calibrated
network at run time.

3. PROBLEM STATEMENT AND PRELIMINARIES

We first introduce the problem of system-level calibration for data fusion in Section 3.1,
then describe the technical preliminaries including sensor measurement and data fu-
sion models in Section 3.2 and 3.3, respectively.

3.1. Problem Statement

Sensor calibration refers to the process of identifying and correcting systematic errors
(bias) of sensors. Various factors attribute to the sensor bias. First, manufacturing
processes inevitably introduce variation in electric characteristics of sensor circuits.
Second, the measurements of sensors are largely affected by the environment of de-
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ployment. For instance, in the scenario of vehicle detection [Duarte and Hu 2004; He
et al. 2004; Gu et al. 2005], complex terrain often causes sensors to yield different sen-
sitivity. In this paper, we do not distinguish the sensor bias due to different causes as
it is often infeasible in large-scale deployments. In addition to systematic bias, random
noise from environment and sensor hardware also causes inaccurate measurements.
However, random noise often follows certain probabilistic distribution (e.g., Gaussian).
Our sensor calibration approach exploits such a property and is resilient to the influ-
ence of random noise.

We use an example based on the real data traces from the DARPA SensIT vehi-
cle detection experiments [Duarte and Hu 2004] to illustrate the variation in sensors’
characteristics. In the experiments, 75 WINS NG 2.0 nodes are deployed to detect mili-
tary vehicles driving through the monitored area. Figure 1(a) plots the acoustic energy
measurements taken by node 41 and 48, versus the distance from a driving vehicle.
We can see from Figure 1(a) that the energy measurements of both sensors decay with
the distance. However, they follow different decay functions. For instance, when the
distance from the vehicle is 40m, the measurements of node 41 and 48 are about 0.05
and 0.1, respectively. This example illustrates that sensors could yield considerably
different sensing characteristics after deployment, and hence need calibration.

Calibration in WSNs is a challenging task as sensors are often inaccessible after be-
ing deployed. Moreover, the manual device-by-device calibration becomes intractable
when the network scales to even tens of sensors. Conventional calibration methods
often correct the readings of each sensor to a common benchmark (e.g., readings of
high-precision sensors or ground truth) [Ramanathan et al. 2006; Feng et al. 2003;
Whitehouse and Culler 2002]. However, such an approach often incurs high communi-
cation and computation overhead in large-scale sensor networks. In contrast, we adopt
a system-level approach that calibrates the sensing models of sensors to optimize the
system-wide performance of a network. In particular, we focus on the calibration prob-
lem in a class of sensor networks that employ data fusion to improve the system perfor-
mance. Existing data fusion literature [Clouqueur et al. 2004; Sheng and Hu 2005; Li
and Hu 2003] often assumes identical sensing characteristics for all sensors and hence
cannot be directly used in uncalibrated networks. We aim to devise post-deployment
calibration algorithms that can optimize the data fusion performance of WSNs.

3.2. Sensor Measurement Model

The energy of many physical signals (e.g., acoustic, seismic and electromagnetic sig-
nals) attenuates with the distance from the signal source. Suppose sensor i is di meters
away from the target that emits a physical signal with the source energy of S. The at-
tenuated signal energy si at the position of sensor i is given by

si = S · w(di|Θi), (1)

where w(di|Θi) is a decreasing function of di and Θi is a set of parameters of the func-
tion w(·). In this paper, the function w(·) is referred to as signal decay function and Θi

is referred to as signal decay parameters. We now discuss two instances of the signal
decay function, i.e., the power law decay and the exponential decay.

— The propagation of many mechanical waves (e.g., acoustic and seismic signals) fol-
lows the power law decay, which can be expressed by

si = S · 1

(di/ri)ki

, (2)

where ri is the reference distance determined by sensor shape, ki is the decay factor
which typically ranges from 1.0 to 5.0 [Hata 1980]. In particular, in ideal open space,
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Fig. 1. (a) Normalized energy measurement vs. the distance from the vehicle. (b) The CDF of noise energy
and the CDF of N (0.001, 0.0012).

inverse-square law (i.e., ki = 2) applies to various signals such as sound and radia-
tion. However, in practice, the reference distance and decay factor vary with sensors
because of the reasons discussed in Section 3.1. For the power law decay, Θi = {ri, ki}
and w(di|Θi) =

1
(di/ri)ki

.

— According to Beer-Lambert law [Fuwa and Valle 1963], the intensity of light attenu-
ates with the travel distance in media and follows the exponential decay. Specifically,

si = S · e−λi·di , (3)

where λi is referred to as Lambert absorption coefficient. For instance, the Lambert
absorption coefficient has a wide range from 50 cm−1 to 10000 cm−1 for the infrared
light traveling in water [Robertson and Williams 1971]. Aquatic fluorometers can
have different Lambert absorption coefficients because of the irregular solution den-
sity distribution in water, for instance, caused by algae. For the exponential decay,
Θi = {λi} and w(di|Θi) = e−λi·di .

The sensor measurements are contaminated by additive random noise. Depending
on the hypothesis that the target is absent (H0) or present (H1), the signal energy
measurement of sensor i, denoted by yi, is given by yi|H0 = ni or yi|H1 = si+ni, where
ni is the energy of noise experienced by sensor i. In practice, a sensor’s measurement is
computed by the average over a number of (≥ 30) samples [Duarte and Hu 2004; Sheng
and Hu 2005]. From the central limit theorem, the noise energy ni follows the normal
distribution [Sheng and Hu 2005], formally, ni ∼ N (µi, σ

2
i ), where µi and σ2

i are the
mean and variance of ni. We assume that the noises, {ni|∀i}, are spatially independent
across sensors.

The above signal decay and noise models have been widely assumed in the litera-
ture of signal processing [Clouqueur et al. 2004; Varshney 1996; Sheng and Hu 2005]
and also have been empirically verified [Li and Hu 2003; Hata 1980]. In Figure 1(a),
the curves are the fittings of the data points to the power law decay model in (2). We
can see that the model parameters, i.e., ri and ki, vary with sensors. For instance,
the reference distances for node 41 and 48 (i.e., r41 and r48) are 5.2m and 8m, re-
spectively. Figure 1(b) plots the cumulative distribution function (CDF) of background
noise measured by a sensor in the SensIT experiments [Duarte and Hu 2004]. We can
see that the CDF of measured noise well matches the CDF of the normal distribution
N (0.001, 0.0012).

Table I summarizes the notations used in this paper.
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Table I. Summary of Notations

Symbol Definition

S0 energy emitted by the controlled target in training
S energy emitted by the target at run time

µi, σ2

i
mean and variance of noise

Θi signal decay parameters
ri, ki reference distance and decay factor
λi Lambert absorption coefficient
di distance from the controlled target

w(di|Θi) signal decay function
li distance from the surveillance spot
si attenuated signal energy
ni Gaussian noise, ni ∼ N (µi, σ

2

i
)

H0 / H1 hypothesis that the target is absent / present
yi energy measurement, yi|H0 = ni, yi|H1 = si + ni

bi z-intercept of linear fitting of local measurements
N the number of sensors in a detection cluster
α upper bound of system false alarm rate

Note: The symbols with subscript i refer to the notation of sensor i.

3.3. Multi-sensor Data Fusion Model

Data fusion [Varshney 1996] has been proposed as an effective signal processing tech-
nique to improve the system performance of sensor networks. A sensor network that
employs data fusion is often organized into clusters. The cluster head is responsible for
making a decision regarding the presence of target by fusing the information gathered
by member sensors. As sensors can only carry out limited processing due to resource
constraints, we adopt a basic data fusion scheme [Varshney 1996] as follows. Each clus-
ter head makes the detection decision by comparing the sum of measurements reported
by member sensors against a detection threshold T . Suppose there are N member sen-

sors in a cluster, the sum of measurements, denoted by Y , is Y =
∑N

i=1 yi. If Y ≥ T ,
the cluster head decides H1; otherwise, it decides H0. Such a basic data fusion model
has been widely employed in previous work [Clouqueur et al. 2004; Tan et al. 2010].

The detection of a target is inherently stochastic due to random noises in sensor
measurements. The system detection performance is jointly characterized by two met-
rics, namely, the false alarm rate (PF ) and the detection probability (PD). PF is the
probability of making a positive decision when no target is present, and PD is the
probability that a present target is correctly detected. Under the aforementioned data
fusion model, PF and PD are given by PF = P(Y ≥ T |H0) and PD = P(Y ≥ T |H1),
respectively.

4. OVERVIEW OF APPROACH

In this section, we first present the architecture of our system-level calibration ap-
proach, and then formally formulate the calibration problem as a constrained opti-
mization problem.

4.1. System Architecture

Although our calibration approach can be applied to various scenarios of event detec-
tion, we use an example of vehicle surveillance using acoustic sensors to illustrate the
basic idea of our approach. Note that in this example, the acoustic signal follows the
power law decay in (2). In order to calibrate the sensors that are deployed to mon-
itor vehicles as shown in Figure 2, a vehicle acts as the target and drives through
the monitored region. The network then calibrates the sensors based on their in-place
measurements of the controlled target such that the system’s performance of detecting
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Fig. 2. Two system-level calibration schemes. Cluster A and B run centralized and two-tier calibration
algorithms, respectively.

targets at run time is maximized. Note that our approach does not require the knowl-
edge of the signal profile of the controlled target as long as its location information
is available. We assume that sensors and the controlled target know their positions
through GPS or a localization service in the network.

There are two possible schemes for such a calibration problem. A straightforward
scheme works in a centralized fashion. For example, in Figure 2, each member sensor
in cluster A sends the raw measurements to the cluster head, which computes the
calibration parameters for each sensor. However, a large number of measurements are
often required to accurately characterize the sensing model of a sensor such as the
signal decay model in (2). Hence, such a scheme will introduce high communication
overhead.

The second scheme is based on a two-tier architecture adopted in this paper. In Fig-
ure 2, each sensor in cluster B learns its sensing model which is characterized by a
few model parameters based on the raw measurements, and only transmits the model
parameters to the cluster head. The cluster head then calibrates each sensor’s sensing
model such that the expected system performance of detecting targets at run time is
maximized. Such a scheme not only distributes the computation load to each sensor,
but also avoids costly transmission of raw data.

Specifically, the two-tier architecture consists of local calibration and system-level
calibration. In the local calibration (i.e., the first tier), each sensor i estimates its noise
and signal decay models using in-place measurements of the controlled target. The
sensors periodically (e.g., every 5 seconds) measure the energy of signal emitted by the
controlled target that appears in the deployment region. To reduce the impact of noise,
each sensor takes a number of measurements when the target is at a certain position.
Several parameter estimation methods such as maximum likelihood estimation can
be used to estimate the signal decay model. In this paper, we adopt an online least
squares method due to its low computation and memory overhead. Each sensor only
transmits the estimated sensing model parameters to the cluster head.

In the system-level calibration (i.e., the second tier), the cluster head computes the
calibration parameters for each sensor such that the overall system performance is
maximized. In this paper, we adopt a simple linear calibration scheme as follows. The
calibrated measurement of sensor i, denoted by ŷi, is given by ŷi = γi · yi, where γi is
the calibration coefficient of sensor i. The objective is to determine the calibration co-
efficients of all sensors involved in the data fusion, such that the system detection per-
formance is maximized. Other advanced calibration schemes, e.g., using a non-linear
mapping function, can outperform the linear calibration scheme. However, due to the

ACM Transactions on Sensor Networks, Vol. V, No. N, Article , Publication date: January YYYY.



System-level Calibration for Data Fusion in Wireless Sensor Networks :9

simplicity of the linear calibration scheme, it only imposes small overhead to the net-
work and hence it is suitable for the WSNs composed of resource-constrained sensors.

In this paper, we are only concerned with the detection performance at a number of
fixed geographical locations which are referred to as surveillance spots. Surveillance
spots can be chosen before network deployment according to application requirements
or identified by the network autonomously after deployment. For instance, in Figure 2,
the surveillance spots can be chosen along the roads in the monitored area. When
we have little prior information about the spatial distribution of the target, we can
choose a number of surveillance spots uniformly over the monitored region. For each
surveillance spot, the cluster head computes a calibration coefficient γi for each sensor
i such that the detection performance at the surveillance spot is maximized. We note
that our calibration approach can be easily extended to dynamic surveillance spot, i.e.,
the estimated position of the target at run time, which can be obtained by existing
target localization algorithms [Li and Hu 2003; Sheng and Hu 2005].

At run time, the calibrated network detects target as follows. Each sensor i sends its
measurement yi to the cluster head. To detect whether a target is present at a particu-
lar surveillance spot, the cluster head compares the sum of calibrated measurements,

i.e.,
∑N

i=1 γi ·yi, against the threshold T to make a detection decision regarding whether
a target is present at the surveillance spot.

4.2. Problem Formulation

The objective of local calibration at each sensor is to learn the parameters of the Gaus-
sian noise model and the signal decay model, i.e., µi, σ

2
i and Θi. For a single sensor

i, the input is a collection of data pairs (di, yi), i.e., the measurement yi when the
controlled target is di meters away. The major challenge is how to learn these param-
eters using noisy measurements. To cope with the noise, sensor i samples a number of
energy measurements when the controlled target is at a certain position. These mea-
surements can be used to compute a statistic such as average so that the impact of
noise is mitigated. The local calibration problem is formally formulated as follows.

PROBLEM 1. Suppose at time step t, sensor i is di(t) meters away from the controlled
target and takes M measurements Yi(t) = {yi[1], yi[2], . . . , yi[M ]}. How to compute the
parameters of the Gaussian noise and signal decay models (µi, σ

2
i , Θi) of sensor i using

its noisy measurements {di(t),Yi(t)|t = 1, 2, . . .}?

Problem 1 is an over-provision parameter estimation problem [Astrom and Witten-
mark 1994], as a large number of measurements are usually available to train the
models. However, the parameter estimation method must incur low computation and
memory overhead due to the resource constraints of sensors. The solution to Problem 1
is discussed in Section 5.

With the model parameters obtained in each sensor’s local calibration, the system-
level calibration aims to calibrate each sensor’s sensing model to maximize the system
detection performance at each surveillance spot. We focus on a single surveillance spot
in the rest of this paper. When the target is present at the surveillance spot, the cali-
brated measurement of sensor i is given by ŷi|H1 = γi · yi|H1 = γi · si + γi · ni, where
si follows the signal decay model in (1) and ni is the Gaussian noise. We denote the
calibrated signal energy ŝi = γi · si. Suppose sensor i is li meters from the surveillance
spot. After the system-level calibration, the calibrated signal energy of each sensor
should follow a common signal decay model given by

ŝi = Ŝ · w(li|Θ), (4)
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where Ŝ is the calibrated source energy, Θ is the set of common signal decay parame-
ters for all calibrated sensors. As the common signal decay model use the same signal
decay function, it preserves the physical law governing the signal propagation. As a
result, the detection algorithms designed based on the signal decay model can be ap-
plied in the calibrated network. We now discuss two instances of the common model.
For the power law decay,

ŝi = Ŝ · 1

(li/r)k
, Θ = {r, k}, (5)

where r and k are the common reference distance and decay factor for all calibrated
sensors, respectively. For the exponential decay, ŝi = Ŝ · e−λ·di and Θ = {λ}, where λ is
the common Lambert absorption coefficient for all calibrated sensors.

There exists a trade-off between the false alarm rate PF and detection probability
PD. Specifically, a higher PD is always achieved at the price of higher PF [Varshney
1996]. Therefore, a common requirement of many systems is to maximize the PD while
the PF is bounded. Our objective is to find the calibration coefficients to maximize the
system detection performance, i.e., to maximize the PD subject to an upper bound of
PF specified by the application. The system-level calibration problem can be formally
formulated as follows.

PROBLEM 2. Suppose there are N sensors in a detection cluster. Given each sensor’s
sensing model {µi, σ

2
i ,Θi|1 ≤ i ≤ N} and the distances from the surveillance spot {li|1 ≤

i ≤ N}, to find a common signal decay model (Ŝ,Θ), such that the detection probability
PD is maximized subject to that 1) the false alarm rate PF is upper-bounded by α where
α ∈ (0, 1), and 2) the calibrated signal energy of each sensor follows the common model
given in (4).

If the optimal solution to Problem 2 (i.e., (Ŝ,Θ)) is found, we can calculate the cali-
bration coefficients. In Problem 2, all local sensing models are calibrated to a common
sensing model that maximizes the detection performance at the surveillance spot. Such
an approach significantly simplifies the design of fusion-based WSNs as existing data
fusion algorithms can be adopted without accounting for the differences in sensors’
characteristics after calibration. In fact, existing data fusion literature [Clouqueur
et al. 2004; Sheng and Hu 2005; Li and Hu 2003] often assumes an identical sens-
ing model for the same sensor modality. The optimal solution of Problem 2 is discussed
in Section 6.

5. ONLINE LOCAL CALIBRATION

In this section, we present our approach of local calibration. We propose a solution
based on linear regression technique in Section 5.1 and its online improvement in
Section 5.2.

5.1. Measurement Model Estimation

We first present how to estimate the noise model. When no target is present, sensor
i only measures noise. Accordingly, each sensor can estimate the noise model using a
number of measurements in the absence of target. In practice, the measurements can
be treated as noises when the target is far enough away from the sensor. The noise
model can be estimated by the sample mean and variance, respectively. Specifically,

µi =
1

M

M
∑

j=1

yi[j]|H0, σ2
i =

1

M − 1

M
∑

j=1

(yi[j]|H0 − µi)
2, (6)
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where M is the number of samples that are used to estimate the noise model.
Now we discuss how to estimate the signal decay parameters Θi in (1). As the

measurements are noisy, they cannot be directly used to estimate the signal decay
model. A common approach reducing the impact of noise is to average multiple mea-
surements [Zhuang et al. 2007]. However, such a method requires a large number of
samples when the sensor experiences heavy noise. In the following, we propose an ap-
proach which exploits the relationship between the local detection probability and the
noise distribution.

As described in Section 4.2, at time step t, sensor i takes M measurements (i.e.,
Yi(t)) when the controlled target is di(t) meters away from it. For each measurement
yi ∈ Yi(t), sensor i makes a detection by comparing yi against a threshold η. The
detection probability at time step t, denoted by PDi(t), can be estimated by the ratio of
the number of measurements that exceed η to M . The setting of the threshold η will
be discussed in Section 5.3. Hence, sensor i has a statistic PDi(t) for each time step t.
Sensor i then estimates the signal decay parameters Θi by least squares techniques
using the statistics {PDi(t), di(t)|t = 1, 2, . . .} according to the relationship between the
statistics and the signal decay model, which will be derived in this section.

The movement distance of the controlled target during consecutive M measure-
ments is often small. For instance, in the SensIT experiments [Duarte and Hu 2004],
the average speed of vehicles is 5m/s. If the sensor samples M measurements in 0.5
seconds, the average moving distance is only 2.5m and hence can be ignored as the dis-
tance between the vehicle and a sensor is usually tens of meters [Duarte and Hu 2004].
According to the weak law of large numbers, to achieve a precision of ǫ with a probabil-
ity of at least p in estimating PDi, M should be larger than 1

4(1−p)ǫ2 . We note that the

sensor’s sampling rate is often high (e.g., 4960Hz for acoustic sensors in [Duarte and
Hu 2004]) and hence M can be large enough to achieve a high precision in estimating
PDi.

We now derive the relationship between the local detection probability PDi and the
signal decay parameters. When the controlled target is present, the measurement
of sensor i follows the normal distribution, i.e., yi|H1 = si + ni ∼ N (si + µi, σ

2
i ).

Therefore, under the aforementioned detection rule, the detection probability of sen-

sor i is PDi = P(yi ≥ η|H1) = Q
(

η−si−µi

σi

)

, where η is the detection threshold

and Q(·) is the complementary CDF of the standard normal distribution, formally,

Q(x) = 1√
2π

∫∞
x

e−t2/2dt. The relationship between PDi and Θi depends on the specific

form of the signal decay function. We now derive the relationships under the power
law decay and the exponential decay, respectively. The basic idea of our approach is to
linearize the relationship and then apply least squares fitting to estimate Θi.

If the signal follows the power law decay, by replacing si with (2) and taking loga-
rithmic transformation, we have

ln
(

η − µi − σiQ
−1(PDi)

)

= −ki ln di + ln
(

S0r
ki

i

)

,

where S0 is the source energy of the controlled target and Q−1(·) is the inverse function
of Q(·). For time step t, by letting zi(t) = ln

(

η − µi − σiQ
−1(PDi(t))

)

, xi(t) = − ln di(t)

and bi = ln
(

S0r
ki

i

)

, we have

zi(t) = ki · xi(t) + bi. (7)

Hence, the transformed data points {zi(t), xi(t)|t = 1, 2, . . .} should lie on the straight
line with slope of ki and z-intercept of bi. The least squares fit of the data points is
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given by

ki =
cov(xi, zi)

σ2
xi

, bi = z̄i − ki · x̄i, (8)

where z̄i and x̄i are the sample means, cov(xi, zi) and σ2
xi

are the covariance and vari-

ance (with respect to xi) of the data points, respectively. As bi = ln
(

S0r
ki

i

)

, the refer-

ence distance ri can be computed by the estimates of ki and bi, i.e., ri =
(

ebi

S0

)
1
ki

. The

source energy of the controlled target, S0, is usually unknown in practice. Therefore,
we cannot compute the exact value of ri from the linear fitting. However, our analysis
in Section 6 shows that the system detection performance only depends on bi and the
exact value of ri is unnecessary. Therefore, the measurement model of sensor i can be
represented by a 4-tuple (µi, σ

2
i , ki, bi). Sensor i then transmits such a 4-tuple to the

cluster head after its local calibration.
If the signal follows the exponential decay, we have

zi(t) = −λi · di(t) + lnS0, (9)

where zi(t) has the same definition as for the power law decay. Hence, we can estimate
λi by the least squares fit based on the transformed data points {zi(t), di(t)|t = 1, 2, . . .}.
The measurement model of sensor i can be represented by a 3-tuple (µi, σ

2
i , λi).

5.2. Online Model Estimation

In Section 5.1, we adopted the least squares technique to estimate the slope ki and
z-intercept bi in (7), and λi in (9), where sensor i has to store all previous data points
to compute the estimates. Such an approach is not suitable for memory-constrained
sensors. For instance, if a sensor generates a data pair (PDi, di) every 0.5 seconds and
the duration of the training process is 5 minutes, the sensor needs to store 600 data
pairs, which is significant overhead for low-cost sensors with only a few Kbytes of mem-
ory [Crossbow ]. For the power law decay and the exponential decay, the relationship
between PDi and Θi can be linearized by the data transformation approach presented
in Section 5.1. In the linear fitting, the second-order statistics (i.e., variance and co-
variance) can be calculated incrementally without storing previous data. However, for
other decay models, the relationship might not be linearized. Therefore, in this section,
we present a general online improvement of the least squares approach for estimating
Θi. The online algorithm works in a real-time fashion, i.e., the estimates of Θi are up-
dated for each time when sensor i obtains a data point. The estimates converge after
the sensor obtains sufficient data points.

We adopt the widely used recursive least squares estimation (RLSE) approach [As-
trom and Wittenmark 1994]. For the power law decay, we reformulate (7) with vectors
as zi(t) = φT

i (t) · θi where φi(t) = [xi(t), 1]
T and θi = [ki, bi]

T . For the exponential decay,
φi(t) = [−di(t), 1]T and θi = [λi, lnS0]

T . The recursive estimator of θi is given by

θi(t) = θi(t− 1) + L(t)
(

zi(t)− φT
i (t)θi(t− 1)

)

, (10)

L(t) = P (t− 1)φ(t)
(

1 + φT (t)P (t− 1)φ(t)
)−1

,

P (t) = (I − L(t)φT (t))P (t − 1),

where I is the identity matrix. Equation (10) updates the estimates at each time step
based on the error between the model output and the predicted output.

The convergence of RLSE depends on the initialization of θi(t) and P (t). If we have
the prior knowledge about θi, its initial estimate θi(0) can be set accordingly so that
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Fig. 3. The convergence of online local calibration algorithm. k = 2.3, r = 2.5m, S0 = 500, µ = 0, σ2 = 2,
θ(0) = [0, 0]T , P (0) = 105 · I. The controlled target moves 2m toward the sensor at each time step. A total
of 10 data points are used for calculating the offline results.

the estimator can quickly converge. For instance, for the power law decay, θi(0) can be
set to be the best guesses of ki and bi. Otherwise, the typical initialization is θi(0) = 0.

In RLSE, P (t) is defined as P (t) =
(

∑t
j=1 φi(j)φ

T
i (j)

)−1

[Astrom and Wittenmark

1994]. It has been proved in [Astrom and Wittenmark 1994] that P (t) converges to
(

∑t
j=1 φi(j)φ

T
i (j)

)−1

if P (0) = ζI where ζ is sufficiently large. More detailed deriva-

tion and convergence proof of RLSE can be found in [Astrom and Wittenmark 1994].
In each time step of the RLSE, only 22 float multiplications and 17 float additions are
needed to update the estimator state. Moreover, only the estimator state, i.e., θ2×1,
L2×1, and P2×2 need to be stored. Such computation and memory overhead is afford-
able for low-cost wireless sensors such as MICA2 motes [Crossbow ]. Figure 3 plots
the numerical results that demonstrate the convergence of RLSE for the case of power
law decay. From the figure, we can see that the results of RLSE converge to the offline
results in ten time steps. Therefore, RLSE is highly accurate in local calibration, as a
large number of (≫ 10) training data points are usually available for each sensor in
practice [Duarte and Hu 2004].

5.3. Local Calibration Algorithm

The pseudo code of the local calibration procedure for the case of power law decay is
shown in Algorithm 1. The algorithm runs at a sensor locally. When the network is de-
ployed and no target is present, the cluster head issues the ESTIMATE NOISE command
and each member sensor estimates the noise model (Line 2-3). When the controlled
target appears (e.g., the controlled vehicle is approaching), the cluster head issues the
TRAINING BEGIN command and each member sensor starts a periodical timer with time-
out of W seconds (Line 7). For instance, we can let W = 5 s under the settings of the
SensIT experiments [Duarte and Hu 2004]. We note that sensors are not required to
be synchronized. Each sensor iteratively updates the local signal decay model for ev-
ery W seconds (Line 11-18). When the controlled target disappears, the cluster head
issues the TRAINING END command and each sensor reports its local model parameters.
The algorithm for the case of exponential decay can be obtained by slightly changing
Algorithm 1.

We now discuss several considerations on the implementation of Algorithm 1. We
first discuss the setting of the threshold η at any time step t. If η is set improperly,
the local detection probability PDi(t) will saturate. That is, if a too large or small η
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Algorithm 1 Online local calibration of a sensor for the case of power law decay

1: event command ESTIMATE NOISE is received do
2: sample M measurements, {y[1], y[2], . . . , y[M ]}
3: compute µ and σ2 using (6)
4: end event
5:

6: event command TRAINING BEGIN is received do
7: start a periodical timer cali timer with timeout of W seconds
8: end event
9:

10: event cali timer is fired do
11: query the current position of the controlled target
12: x← − ln(d) where d is the distance from the controlled target
13: sample M measurements, {y[1], y[2], . . . , y[M ]}
14: η ←∑M

j=1 y[j]/M

15: /* compute the fraction of measurements that exceed η */
16: PD ← #(y[j] ≥ η, j ∈ [1,M ])/M
17: z ← ln(η − µ− σQ−1(PD))
18: update k and b using (10) with x and z
19: end event
20:

21: event command TRAINING END is received do
22: stop cali timer

23: transmit µ, σ2, k, b to the cluster head
24: end event

is set, PDi(t) will be 0 or 1. In our approach, η is set to be the mean of Yi(t) to avoid
the saturation of PDi(t). Under this setting, PDi(t) will be around 0.5. We then discuss
two approaches to implementing Q−1(·) on resource-constrained sensors. First, there
exist approximate formulae for calculating Q−1(·) efficiently with known precision,
e.g., its Maclaurin series. Second, Q−1(·) can be implemented as a pre-computed look-
up table. Suppose we pre-compute Q−1(PD) where PD takes 100 points evenly within
(0, 1) and each value is represented by 4 bytes. The size of the look-up table will be
only 0.4 KBytes, which is affordable for low-cost wireless sensors such as MICA2 motes
[Crossbow ]. Moreover, due to the setting of η, only the values of Q−1(PD) over a small
range around 0.5 will be used. Therefore, the size of the look-up table can be further
reduced.

6. OPTIMAL SYSTEM-LEVEL MODEL CALIBRATION

In this section, we first derive the system detection performance of a calibrated net-
work under the data fusion model described in Section 3.3, and then discuss how to
find the optimal system-level calibration coefficients.

6.1. Calibrated System Detection Performance

When no target is present, the calibrated measurement of sensor i follows the nor-
mal distribution, i.e., ŷi|H0 = γini ∼ N (γiµi, γ

2
i σ

2
i ). Therefore, the sum of cali-

brated measurements follows the normal distribution, i.e., Ŷ |H0 =
∑N

i=1 ŷi|H0 ∼
N

(

∑N
i=1 γiµi,

∑N
i=1 γ

2
i σ

2
i

)

, Hence, the system false alarm rate is given by PF = P(Ŷ ≥
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T |H0) = Q

(

T−∑
N

i=1 γiµi√∑
N

i=1 γ2
i
σ2
i

)

, where T is the detection threshold of the data fusion model.

As PD is a non-decreasing function of PF [Varshney 1996], it is maximized when PF

is set to be the upper bound α [Varshney 1996]. Let PF = α, the optimal detection
threshold T ∗ is derived as

T ∗ =

N
∑

i=1

γiµi +Q−1(α) ·

√

√

√

√

N
∑

i=1

γ2
i σ

2
i . (11)

When the target is present, the calibrated measurement of sensor i follows the nor-
mal distribution, i.e., ŷi|H1 = ŝi + γini ∼ N (ŝi + γiµi, γ

2
i σ

2
i ). Therefore, the sum of cal-

ibrated measurements also follows the normal distribution, i.e., Ŷ |H1 =
∑N

i=1 ŷi|H1 ∼
N

(

∑N
i=1 ŝi +

∑N
i=1 γiµi,

∑N
i=1 γ

2
i σ

2
i

)

. Hence, the system detection probability is given

by PD = P(Ŷ ≥ T |H1) = Q

(

T−∑
N

i=1 ŝi−
∑

N

i=1 γiµi√∑
N

i=1 γ2
i
σ2
i

)

. By replacing T with the optimal

detection threshold T ∗ given by (11) to bound the false alarm rate, we have

PD = Q



Q−1(α) −
∑N

i=1 γisi
√

∑N
i=1 γ

2
i σ

2
i



 . (12)

6.2. Optimal System-level Calibration

From the derivation in Section 6.1, if the detection threshold at the cluster head is set
to be T ∗ given by (11), the system false alarm rate is α and the detection probability of
the calibrated network is given by (12). Therefore, Problem 2 formulated in Section 4.2
reduces to finding the common signal decay model (Ŝ,Θ) and calibration coefficients
{γi|1 ≤ i ≤ N} such that the detection probability given by (12) is maximized. We have
the following lemma.

LEMMA 1. If the target signal follows the signal decay model in (1), the system
detection probability of the calibrated network is independent of the source energy of

the controlled target S0 and the calibrated source energy Ŝ.

PROOF. By replacing γi = ŝi/si, si with (1) and ŝi with (4), respectively, Equa-
tion (12) becomes

PD = Q



Q−1(α)− S ·
∑N

i=1 w(li|Θ)
√

∑N
i=1 σ

2
i

w2(li|Θ)
w2(li|Θi)



 . (13)

where S is the source energy of the target that is present at the surveillance spot and
li is the distance between sensor i and the surveillance spot. Note that the sensing
parameters Θi are independent of the controlled target. Therefore, from (13), PD is
independent of S0 and Ŝ.

If the signal follows the power law decay, Lemma 1 and the following lemma hold.

LEMMA 2. If the target signal follows the power law decay in (2), the system detec-
tion probability of the calibrated network is independent of the reference distance r in
the common signal decay model.
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PROOF. By replacing γi = ŝi/si, si with (2) and ŝi with (5), respectively, Equa-
tion (12) becomes

PD = Q



Q−1(α) − S ·
∑N

i=1 l
−k
i

√

∑N
i=1 σ

2
i r

−2ki

i l2ki−2k
i



 , (14)

From (14), PD is independent of r.

From Lemma 1, the optimal solution to Problem 2 is given by the following theorem.

THEOREM 1. Given the signal decay parameters of all sensors, i.e., {Θi|∀i}, the
optimal calibration coefficient of sensor i is given by

γ∗
i = γ · w(li|Θ

∗)
w(li|Θi)

, (15)

where γ is a constant for all sensors and the optimal common parameters Θ∗ maximizes
the following function

Λ(Θ) =

∑N
i=1 w(li|Θ)

√

∑N
i=1 σ

2
i

w2(li|Θ)
w2(li|Θi)

. (16)

PROOF. From (13), the maximum point of (16) maximizes PD. Accordingly, the opti-

mal calibration coefficient is given by γ∗
i = ŝi

si
= Ŝ

S ·
w(li|Θ∗)
w(li|Θi)

. Note that Ŝ
S is a common

proportion for all sensors. According to (12), proportionally scaling all calibration coef-
ficients has no impact on the system detection performance. Therefore, we can replace
Ŝ
S with an arbitrary constant γ and have (15).

We now apply Theorem 1 to the power law decay and the exponential decay to obtain
the following two corollaries.

COROLLARY 1. If the target signal follows the power law decay, the optimal cali-
bration coefficient of sensor i is given by

γ∗
i = γ · lki−k∗

i · e−bi , (17)

where γ is a constant for all sensors and the optimal common decay factor k∗ maximizes
the following function

Λ(k) =

∑N
i=1 l

−k
i

√

∑N
i=1 σ

2
i e

−2bi l2ki−2k
i

. (18)

PROOF. By replacing ri in (14) with its estimate, i.e., ri =
(

ebi

S0

)
1
ki

, we have

PD = Q
(

Q−1(α) − S
S0
· Λ(k)

)

. As Q(·) is an decreasing function, the maximum of Λ(k)

maximizes PD. Therefore, k∗ maximizes the system detection probability and the opti-
mal calibration coefficient is given by

γ∗
i =

ŝi
si

=
Ŝrk

∗

lki

i

Srki

i lk
∗

i

=
ŜS0r

k∗

S
· lki−k∗

i e−bi ,

where ri is replaced with ri =
(

ebi

S0

)
1
ki

. As ŜS0r
k
∗

S is a common proportion for all sensors,

we can replace ŜS0r
k
∗

S with an arbitary constant γ and have (17).
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Fig. 4. (a) Λ(k) vs. common decay factor k; (b) Λ(λ) vs. common Lambert absorption coefficient λ.

COROLLARY 2. If the target signal follows the exponential decay, the optimal

system-level calibration coefficient is γ∗
i = γ · eli(λi−λ∗), where γ is an arbitrary con-

stant for all sensors and λ∗ = argmax
λ

Λ(λ), where Λ(λ) =
∑

N

i=1 e−λli√∑
N

i=1 σ2
i
·e2li(λi−λ)

.

Corollary 2 can be easily proved by replacing the signal decay function w(·) in Theo-
rem 1 with w(li|λi) = e−λi·li . The detailed proof is omitted here.

6.3. System-level Calibration Algorithm

Maximizing Λ(Θ) in (16) is an unconstrained numerical optimization problem. There
are various algorithms for solving such a problem such as the Newton’s method. How-
ever, the naive search of Θ∗ also suffices if the dimension of Θ is low and each compo-
nent of Θ has finite range. For instance, for the power law decay, the only parameter
needs to be optimized, i.e., k, usually has a finite range, e.g., (0, 10]. Moreover, the com-
putation overhead can be controlled by the search granularity.

We now illustrate the above optimization through two numerical examples. Only
two nodes are involved in these examples and their distances from the surveillance
spot are 8m and 18m, respectively. In the first example, the nodes’ power law decay
models are given in Figure 1(a). Figure 4(a) plots the objective function Λ(k) versus the
common decay factor k given various S0. The numerical results show that k∗ is 1.68,
which is independent of S0. Moreover, the calibration coefficients of these two sensors
satisfy γ41 = 1.98 · γ48. Hence, we can choose γ41 = 1.98 and γ48 = 1. In the second ex-
ample, the Lambert absorption coefficients of the two sensors are set to be 5000 cm−1

and 8000 cm−1, respectively. Figure 4(b) plots Λ(λ) versus the common Lambert coeffi-
cient λ. The result shows that λ∗ is 0.013 or 7692 cm−1 equivalently. Note that Λ(λ) is
independent of S0. In this example, γ41 = 1.067 · γ48.

The pseudo code of the system-level calibration procedure that runs at the cluster
head is shown in Algorithm 2. Upon receiving local model parameters from all member
sensors, the cluster head computes the optimal calibration coefficients and detection
threshold for each surveillance spot (Line 2-6). When the network is required to detect
whether a target is present at a surveillance spot, the cluster head first retrieves the
readings from member sensors and then compares the sum of readings against the
corresponding detection threshold to make a decision (Line 10-12).

7. SIMULATED TESTBED EXPERIMENTS

To evaluate the performance of our system-level calibration approach, we have con-
ducted both experiments on a testbed of TelosB motes as well as extensive simula-
tions. We first present the simulated testbed experiments in this section and then the
simulations in Section 8.
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Algorithm 2 System-level calibration and detection

1: event {µi, σ
2
i ,Θi|i ∈ [1, N ]} are received do

2: for each surveillance spot j in all surveillance spots do
3: numerically maximize Λ(Θ) given by (16)
4: compute γj,i for each sensor i by (15)
5: compute the optimal detection threshold Tj by (11) with {γj,i|i ∈ [1, N ]}
6: end for each
7: end event
8:

9: event detection request for surveillance spot j is received do
10: retrieve readings from member sensors, {yi|i ∈ [1, N ]}
11: Ŷ ←∑N

i=1 γj,i · yi
12: report (Ŷ ≥ Tj ? H1 : H0)
13: end event

Fig. 5. A screenshot when target appears.

7.1. Experiment Methodology and Settings

In our experiments, four TelosB motes are attached against a LCD screen with resolu-
tion of 1024× 768 to detect a light spot displayed on the LCD. The light spot simulates
the target and its display is controlled by a program. We simulate the power law decay
by setting the grayscale of pixels around the light spot, as shown in Figure 5. However,
the difference in the sensing performance of the light sensors on the TelosB motes is
negligible. To simulate the sensor bias, we reduce the grayscale of the pixels around
the sensors by different percentages. Specifically, the grayscale of the pixels within a
certain distance (60 pixels in our experiments) from sensor i is reduced by δi%. This ap-
proach simulates the bias caused by environment. The experiment settings are listed
in Table II. We note that a similar experiment methodology is employed for studying
the sensing performance of WSNs in [Hwang et al. 2007; Tan et al. 2010]. The sen-
sors measure the light intensity every 250 milliseconds. Algorithm 1 is implemented
in TinyOS. The timeout of the periodical timer in Algorithm 1 is set to be 10 seconds. A
sink node is attached on a laptop computer that runs Algorithm 2 implemented using
Java. In the training phase, the light spot appears at random positions and lasts for 10
seconds at each position. A surveillance spot is selected at (600, 300). At run time, the
sink fuses the readings received within every 250 milliseconds to make detections. The
system false alarm rate and detection probability are estimated using the detection
results when the light spot is absent or present at the surveillance spot, respectively.

Section 2 reviews various calibration approaches. However, as they are often de-
signed for specific applications with unique characteristics, they cannot be readily
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Table II. Settings and calibration coefficients

Node Position δi(%) li µi σ2

i
ki bi γ∗

i
γ′

i

1 (256,192) 15 313 20.1 3.2 1.6 11.8 4.2 1.5
2 (768,192) 0 243 17.1 2.7 1.7 12.9 14.9 1.0
3 (256,576) 0 403 46.9 8.1 1.9 13.3 1.0 2.0
4 (768,576) 25 352 23.0 4.0 1.6 11.4 3.3 2.4

employed as the baselines to make fair comparisons. In this paper, we compare our
optimal system-level calibration approach (referred to as opt-sys-cal in the following)
with two baseline approaches, namely, device-cal and opt-no-cal. In the device-cal ap-
proach, the impact of noise is mitigated by averaging the readings at local sensors and
the sensor with the highest sensitivity (i.e., the highest signal-distance curve) is man-
ually chosen to be the standard sensor. If sensor i is li meters from the surveillance
spot, the calibration coefficient for sensor i is calculated as γi = sstd(li)/si(li), where
sstd(li) and si(li) are the signal energies received by the standard sensor and sensor i
when the distance from the controlled target is li, respectively. The detection threshold
is set according to (11) to meet the first constraint of Problem 2. In this intuitive but ad
hoc approach, the random noises received by sensors are amplified as well. As a result,
the performance of the device-cal approach can be low. On our testbed, in addition to
running Algorithm 1, sensors also transmit all raw readings to the sink to implement
the device-cal approach. In the opt-no-cal approach, the readings of sensors are fused
without calibration. The detection threshold is set according to (11), where γi = 1 and
sensors’ noise models have already estimated by Algorithm 1. The opt-no-cal is an op-
timal detection approach without enforcing the identical sensing model for all sensors
(i.e., the second constraint of Problem 2). However, as discussed in Section 3.1, many
existing data fusion algorithms cannot be readily applied in a network where sen-
sors have different sensing models. Note that opt-no-cal is similar to the approach in
[Fabeck and Mathar 2007]. Both approaches aim to construct the optimal data fusion
rule at the cluster head based on the estimated sensor models. However, they employ
different data fusion models.

7.2. Experiment Results

Several results including sensors’ noise and signal decay models as well as the cali-
bration coefficients are reported in Table II. Note that γ∗

i and γ′
i are the calibration

coefficients yielded by the opt-sys-cal and device-cal approaches, respectively. We can
draw three observations from the table. First, sensors have different noise profiles.
In particular, the noise profile of the third sensor is significantly different from others.
Second, the first and fourth sensors have smaller decay factors than others. This is con-
sistent with the simulated sensor biases as shown in Figure 5, i.e., the grayscales of
the pixels around Node 1 and 4 are reduced. Third, in our approach, the sensors close
to the surveillance spot are allocated with high calibration coefficients. According to
(17), the calibration coefficients of our approach jointly accounts for sensor’s sensing
model and the distance from the surveillance spot. As a result, the high-quality mea-
surements from the sensors that are close to the surveillance spot can contribute more
to the detection results. In contrast, the device-cal approach only accounts for the map-
ping of measurements with respect to the standard sensor and may yield relatively low
system performance.

We now evaluate the receiver operating characteristic (ROC) of the calibrated net-
work, which is a widely adopted performance measure for detection systems. Figure 6
plots the ROC curves of various calibration approaches when the grayscale at the cen-
ter of the light spot is 48. We can see that our optimal approach significantly outper-
forms the baseline approaches in terms of PD for any given PF . Figure 7 plots the

ACM Transactions on Sensor Networks, Vol. V, No. N, Article , Publication date: January YYYY.



:20 R. Tan et al.

0

0.2

0.4

0.6

0.8

1.0

0 0.05 0.1 0.15 0.2

D
e

te
ct

io
n

pr
ob

a
bi

lit
yP

D

False alarm ratePF

opt-sys-cal
device-cal
opt-no-cal

Fig. 6. Receiver operating characteristic (ROC) curves.
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Fig. 7. PD vs. the grayscale of the light spot.

detection probability achieved by various calibration approaches versus the grayscale
at the center of the light spot when the false alarm rate is 5%. This result clearly
demonstrates the effectiveness of our approach for the scenarios with low signal-to-
noise ratios.

8. TRACE-DRIVEN SIMULATIONS

In addition to the testbed experiments in Section 7, we also conduct extensive sim-
ulations based on synthetic data as well as real data traces collected in the DARPA
SensIT vehicle detection experiments [Duarte and Hu 2004].

8.1. Trace-driven Simulations

8.1.1. Settings and Methodology. We use the real data traces collected in the DARPA
SensIT vehicle detection experiments [Duarte and Hu 2004], where 75 WINS NG 2.0
nodes are deployed to detect Amphibious Assault Vehicles (AAVs) driving through sev-
eral intersecting roads. We refer to [Duarte and Hu 2004] for detailed setup of the
experiments. The dataset used in our simulations includes the ground truth data and
the acoustic time series recorded at a frequency of 4960Hz. The ground truth data in-
clude the positions of sensors and the trajectory of the AAV recorded by a GPS device.
We use the data traces recorded for 9 AAV runs (AAV3-11). We choose 10 surveillance
spots along the roads. Figure 8 plots the layout of the sensors and surveillance spots as
well as the trajectories of AAV3-5. From Figure 8, we can see that several sensors are
close to the trajectories of the vehicle runs. However, for most of the time, the distance
between the vehicle and a sensor is large (e.g., tens of meters) such that we can ignore
the impact of vehicle movement on the sensor measurement model estimation.
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Fig. 8. Sensor layout and trajectories of AAV3-5.
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In our opt-sys-cal calibration approach, a sensor generates a data point (PDi, di)
using the time series during 0.75 seconds. To evaluate the detection performance of
the calibrated network, we measure the detection probability at each surveillance spot
as follows. When an AAV enters the 300 × 300m2 region shown in Figure 8, for each
surveillance spot, the network detects the vehicle by fusing sensors’ measurements
for every 0.75 seconds and the detection probability is computed as the fraction of
successful detections. In this section, we report the average detection probability over
all surveillance spots.

8.1.2. Simulation Results. We first evaluate the impact of the online model estimation
algorithm (i.e., RLSE) in Section 5.2. We use the data traces of AAV3 and AAV11 for
training and testing, respectively. Figure 9 plots the detection probability versus the
number of data points used by the RLSE algorithm at each sensor. Note that we use
all training data for the device-cal approach and our opt-sys-cal approach with the
offline model estimation algorithm in Section 5.1. The results shown in Figure 9 are the
average of 10 runs. We can see that our opt-sys-cal approach with the RLSE algorithm
converges to the offline results with small error in ten steps, which is consistent with
the performance evaluation of RLSE in Figure 3. Moreover, our opt-sys-cal approach
outperforms the device-cal approach.

We then use the data traces of various AAV runs to evaluate the effectiveness of our
approach. We train the network using AAV3 and measure the detection probability of
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Fig. 11. ROC curves.

various runs. Figure 10 plots the error bar of detection probability. We can see that our
opt-sys-cal approach outperforms the device-cal approach in each run. The measured
false alarm rates of the opt-sys-cal and device-cal approaches are 5.2% and 5.1% (with
standard deviations of less than 2%), respectively.

8.2. Simulations based on Synthetic Data

In addition to the trace-driven simulations, we also conduct simulations based on syn-
thetic data, which allow us to evaluate our approach under various settings.

8.2.1. Numerical Settings. A number of sensors are uniformly deployed into a circular
region with diameter of 20 meters. The surveillance spot is chosen at the center of the
circular region and the sensor closest to the surveillance spot is chosen as the cluster
head. The decay factor ki and reference distance ri for each sensor i are randomly
drawn from [1.0, 5.0] and [1.0, 2.0], respectively. The mean and variance of the Gaussian
noise generator for each sensor are set to be one.

The controlled target moves straight through the region and crosses the region cen-
ter at a constant speed of 1m/s. Each sensor i samples energy at a frequency of 100Hz
and generates a statistics PDi every second as described in Section 5.1. In the run time,
a target randomly appears in the circular region and all sensors fuse their measure-
ments to detect the target. To measure the system detection performance, the target
appears for a large number of times (4000 in our simulations). The detection probabil-
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ity is calculated as the fraction of successful detections. The results presented below
are the average over 20 runs. In this section, we employ an additional baseline ap-
proach, namely, avg-sys-cal, where the common r and k are set to be the average of
each sensor’s ri and ki, respectively. We note that the reference distance ri is usually
unknown in practice as discussed in Section 5.1.

8.2.2. Simulation Results. We first evaluate the ROC of the calibrated networks. Total
20 sensors are deployed and the source energy of the targets at run time is 50. Figure 11
plots the ROC curves of various calibration approaches. We can see that our approach
significantly outperforms the other three baseline approaches.

We next evaluate the detection performance under various peak signal-to-noise ra-
tios (PSNRs). PSNR is defined as the ratio of source energy to the standard deviation
of noise in decibel, i.e., PSNR = 10 log10

S
σ . Figure 12 plots the detection probability

versus PSNR when total 20 sensors are deployed. We can see that the detection prob-
ability increases with PSNR. This conforms to the intuition that a louder target can
be detected more easily. Moreover, our approach significantly outperforms the other
two calibration approaches, i.e., device-cal and avg-sys-cal. Note that opt-no-cal is an
optimal detection approach without enforcing the identical sensing model for all sen-
sors. Without the second constraint of Problem 2, opt-no-cal might outperform our
approach in term of detection performance. We observe that the uncalibrated network
outperforms the calibrated network when the PSNR is greater than 19 dB. However,
as discussed in Section 3.1, many existing data fusion algorithms cannot be readily ap-
plied in uncalibrated networks where sensors have different sensing models. Moreover,
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in the vehicle detection experiments based on low-cost motes, the PSNRs are usually
low to moderate (≤ 17 dB) [Gu et al. 2005].

Finally, we evaluate the communication overhead of various calibration approaches.
We employ the link model in [Zuniga and Krishnamachari 2004] with the settings of
MICA2 mote to compute the packet reception rate of each link in the network. The
multi-hop routing paths to the cluster head are chosen according to the shortest path
criterion. The weight of each link is the expected number of transmissions which is a
widely adopted routing metric for lossy wireless links [Woo et al. 2003]. We assume
that a float number is represented by 2 bytes. Figure 13 plots the total number of
data transmissions in the training phase versus the number of deployed sensors. Note
that we only account for the communication overhead incurred by the calibration al-
gorithms. Both our opt-sys-cal and the avg-sys-cal algorithms belong to the system-
level approach, in which only the parameters of signal decay and noise models are
transmitted. In opt-no-cal, only the noise parameters are transmitted so that the clus-
ter head can compute the optimal detection threshold. Therefore, the communication
overhead for these three approaches is affordable for low-cost sensors such as MICA2
motes [Crossbow ]. However, in device-cal approach, each signal-distance data pair
is transmitted so that the cluster head can centrally compute the mapping functions.
Hence, the communication overhead is significantly higher. Moreover, it increases with
the volume of data used in the training phase. This result clearly demonstrates the ad-
vantage of system-level calibration in reducing communication overhead over device-
level approaches.

9. DISCUSSION

In this section, we discuss several issues that have not been addressed in this paper.

9.1. Handling Faulty Sensors

A WSN deployed in a harsh environment likely contains faulty sensors. Different from
sensor noises that often follow certain probabilistic distributions, faulty readings are
the anomalous data that exceeds normal expected behavior [Clouqueur et al. 2004; Ni
et al. 2009], such as outliers. In the context of calibrating sensors’ sensing models, a
fault can be explained as the reading that significantly deviates from the signal decay
model. A sensor is said to be a faulty sensor if a considerable portion of its readings are
faults. The local measurement model estimated by a faulty sensor in the training phase
and the faulty readings at run time jeopardize the performance of system-level calibra-
tion and run-time detection. From Theorem 1 and Corollary 1, the optimal calibration
coefficients of sensors are highly correlated with the local measurement models esti-
mated by sensors. Therefore, a faulty sensor measurement model can lead to incorrect
calibration coefficients. To address this issue, we can identify the faulty sensors and
exclude them from the system-level calibration and the run-time detection. We now
discuss a simple approach to identifying faulty sensors. As the faulty readings signifi-
cantly deviate from the signal decay model, the transformed data points used to esti-
mate the measurement model at the sensor, (e.g., {zi(t), xi(t)|t = 1, 2, . . .} for the power
decay law), will not lie on a straight line. Therefore, the linear regression presented in
Section 5.1 and Section 5.2 will have large errors. The sum of squared residuals (SSE)
is often used to characterize the error of linear regression. For instance, for the power

law decay, SSE =
∑

t (zi(t)− ki · xi(t)− bi)
2
. In addition to the measurement model

(µi, σ
2
i ,Θi), sensor i also transmits its SSE to the cluster head. The cluster head can

identify faulty sensors according to sensors’ SSEs, for instance, by comparing against a
pre-defined threshold. The above approach is a simple heuristics without provable per-
formance. In our future work, we plan to integrate existing advanced outlier detection
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algorithms (e.g., [Rousseeuw et al. 1987]) and robust regression algorithms (e.g., [An-
dersen 2007]) to enhance the robustness of our calibration approach in the presence of
faults and faulty sensors.

9.2. Overhead of Calibration Approaches

In Section 8.2, we have evaluated the communication overhead of various approaches
in a multi-hop network with realistic link model. In this section, we discuss several in-
sightful analytical results on the communication overhead. To simplify the discussion,
we assume that each node can directly communicate with the cluster head and the
link is ideal. Moreover, we ignore the communication overhead caused by the calibra-
tion process control. Suppose the controlled target broadcasts its position for L times,
the communication overhead of the system-level, device-cal, and opt-no-cal approaches
are O((L+1)·N), O(L·N ·M) and O(N), respectively, where N is the number of sensors
and M is the number of measurements when the controlled target is at a certain posi-
tion. In the system-level approach (i.e., opt-sys-cal and avg-sys-cal), the sensors receive
total L · N messages containing the target position during the calibration phase and
transmit total N messages containing the local model parameters. In the device-cal
approach, sensors transmit all raw data with a volume of O(L ·N ·M). The opt-no-cal
only needs sensors’ noise models, which can be collected by O(N) messages. We can see
that the communication overhead of the device-cal approach is about M times of the
system-level approach.

As discussed in Section 2, among various existing calibration approaches, the closest
one to our work is [Fabeck and Mathar 2007], which calibrates the detection perfor-
mance of each sensor to construct the optimal decision fusion rule at the cluster head.
We now briefly compare our approach with [Fabeck and Mathar 2007] in terms of com-
munication and computation overhead. In [Fabeck and Mathar 2007], the detection
decisions of sensors are collected to the cluster head during L′ detections, causing a
total of O(N · L′) messages. Note that L and L′ are large enough numbers for ensur-
ing statistical significance in estimating the signal decay model in our approach and
sensor’s detection performance in [Fabeck and Mathar 2007]. If L and L′ are in the
same order, our approach and the approach in [Fabeck and Mathar 2007] have compa-
rable communication overhead. In [Fabeck and Mathar 2007], each sensor only needs
to make detections. In our approach, the sensors calculate their local sensing models
by regression, which typically needs more computation than detection. However, as
proved in Section 6, the local sensing models enable our calibration approach to adapt
to the targets with different signal energies at run time. Moreover, we can reconfigure
the surveillance spots to adapt to the change of target locations without extra calibra-
tion. These features are not available in the approach of [Fabeck and Mathar 2007].

10. CONCLUSION

Data fusion is an effective technique for improving system sensing performance by
enabling efficient collaboration among sensors. In this paper, we propose a two-tier
system-level calibration approach for fusion-based WSNs. Our approach introduces
low computation and communication overhead and therefore is suitable for low-cost
wireless sensors and is more scalable. The testbed experiments and extensive simu-
lations based on real data traces show that our approach can significantly boost the
system detection performance of WSNs.

The analytical results and algorithms in this paper are specific to the data fusion
model in Section 3.3. Although the fusion model is suitable for the efficient implemen-
tation on mote-class cluster heads, in our future work, we plan to extend our approach
to address more data fusion models. For instance, we can consider a general data fu-
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sion model where the sensor readings are first quantized and then fused with weights.
Such a model represents a class of widely adopted decision fusion schemes.
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