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Abstract

Collaborative learning has gained great popularity due to its benefit of data privacy protection: participants can jointly train a Deep Learning model without sharing their training sets. However, recent works discovered that an adversary can fully recover the sensitive training samples from the shared gradients. Such reconstruction attacks pose severe threats to collaborative learning. Hence, effective mitigation solutions are urgently desired.

In this paper, we propose to leverage data augmentation to defeat reconstruction attacks: by preprocessing sensitive images with carefully-selected transformation policies, it becomes infeasible for the adversary to extract any useful information from the corresponding gradients. We design a novel search method to automatically discover qualified policies. We adopt two new metrics to quantify the impacts of transformations on data privacy and model usability, which can significantly accelerate the search speed. Comprehensive evaluations demonstrate that the policies discovered by our method can defeat existing reconstruction attacks in collaborative learning, with high efficiency and negligible impact on the model performance.

1. Introduction

A collaborative learning system enables multiple participants to jointly train a shared Deep Learning (DL) model for a common artificial intelligence task [36, 22, 9]. Typical collaborative systems are distributed systems such as federated learning systems, where each participant iteratively calculates the local gradients based on his own training dataset and shares them with other participants to approach the ideal model. This collaborative mode can significantly improve the training speed, model performance and generalization. Besides, it can also protect the training data privacy, as participants do not need to release their sensitive data during the training phase. Due to these advantages, collaborative learning has become promising in many scenarios, e.g., smart manufacturing [10], autonomous driving [25], digital health [3], etc.

Although each participant does not disclose the training dataset, he has to share with others the gradients, which can leak information of the sensitive data indirectly. Past works [14, 22, 23] demonstrated the possibility of membership inference and property inference attacks in collaborative learning. A more serious threat is the reconstruction attack [40, 38, 6], where an adversary can recover the exact values of samples from the shared gradients with high fidelity. This attack is very practical under realistic and complex circumstances (e.g., large-size images, batch training).

Due to the severity of this threat, an effective and practical defense solution is desirable to protect the privacy of collaborative learning. Common privacy-aware solutions [40, 33] attempt to increase the difficulty of input reconstruction by obfuscating the gradients. However, the obfuscation magnitude is bounded by the performance requirement of the DL task: a large-scale obfuscation can hide the input information, but also impair the model accuracy. The effectiveness of various techniques (e.g., noise injection, model pruning) against reconstruction attacks have been empirically evaluated [40]. Unfortunately, they cannot achieve a satisfactory trade-off between data privacy and model usability, and hence become less practical.

Motivated by the limitations of existing solutions, this paper aims to solve the privacy issue from a different perspective: obfuscating the training data to make the reconstruction difficult or infeasible. The key insight of our strategy is to repurpose data augmentation techniques for privacy enhancement. A variety of transformation approaches have been designed to improve the model performance and generalization. We aim to leverage certain transformation functions to preprocess the training sets and then train the gradients, which can prevent malicious participants from reconstructing the transformed or original samples.

Mitigating reconstruction attacks via data augmentation
is challenging. First, existing image transformation functions are mainly used for performance and generalization improvement. It is unknown which ones are effective in reducing information leakage. Second, conventional approaches apply these transformations to augment the training sets, where original data samples are still kept for model training. This is relatively easier to maintain the model performance. In contrast, to achieve our goal, we have to abandon the original samples, and only use the transformed ones for training, which can impair the model accuracy.

We introduce a systematic approach to overcome these challenges. Our goal is to automatically discover an ensemble of effective transformations from a large collection of commonly-used data augmentation functions. This ensemble is then formed as a transformation policy, to preserve the privacy of collaborative learning. Due to the large search space and training overhead, it is computationally infeasible to evaluate the privacy and performance impacts of each possible policy. Instead, we design two novel metrics to quantify the policies without training a complete model. These metrics with our new search algorithm can identify the optimal policies within 2.5 GPU hours.

The identified transformation policies exhibit great capability of preserving the privacy while maintaining the model performance. They also enjoy the following properties: (1) the policies are general and able to defeat different variants of reconstruction attacks. (2) The input transformations are performed locally without modifying the training pipeline. They are applicable to any collaborative learning systems and algorithms. (3) The transformations are lightweight with negligible impact on the training efficiency. (4) The policies have high transferability: the optimal policy searched from one dataset can be directly applied to other datasets as well.

2. Related Work
2.1. Reconstruction Attacks

In collaborative learning, reconstruction attacks aim to recover the training samples from the shared gradients. Zhu et al. [40] first formulated this attack as an optimization process: the adversarial participant searches for the optimal samples in the input space that can best match the gradients. L-BFGS [21] was adopted to realize this attack. Following this work, several improved attacks were further proposed to enhance the attack effects and reduce the cost. For instance, Zhao et al. [38] first extracted the training labels from the gradients, and then recovered the training samples with higher convergence speed. Geiping et al. [6] adopted the cosine similarity as the distance function and Adam as the optimizer to solve the optimization problem, which can yield more precise reconstruction results. He et al. [12, 13] proposed reconstruction attacks against collaborative inference systems, which are not considered in this paper.

2.2. Existing Defenses and Limitations

One straightforward defense strategy is to obfuscate the gradients before releasing them, in order to make the reconstruction difficult or infeasible. Differential privacy is a theoretical framework to guide the randomization of exchange information [1, 20, 27, 8]. For instance, Zhu et al. [40] tried to add Gaussian/Laplacian noises guided by differential privacy to the gradients, and compress the model with gradient pruning. Unfortunately, there exists an unsolvable conflict between privacy and usability in these solutions: a large-scale obfuscation can compromise the model performance, while a small-scale obfuscation still leaks certain amount of information. Such ineffectiveness of these methods was validated in [40], and will be further confirmed in this paper (Table 3). Wei et al. [33] proposed to adjust the hyperparameters (e.g. bath size, loss or distance function), which also has limited impact on the attack results.

An alternative direction is to design new collaborative learning systems to thwart the reconstruction attacks. Zhao et al. [39] proposed a framework that transfers sensitive samples to public ones with privacy protection, based on which the participants can collaboratively update their local models with noise-preserving labels. Fan et al. [5] designed a secret polarization network for each participant to produce secret losses and calculate the gradients. These approaches require all participants to follow the new training pipelines or optimization methods. They cannot be directly applied to existing collaborative implementations. This significantly restricts their practicality.

3. Problem Statement

3.1. System Model

We consider a standard collaborative learning system where all participants jointly train a global model $M$. Each participant owns a private dataset $D$. Let $L, W$ be the loss function and the parameters of $M$, respectively. At each iteration, every participant randomly selects a training sample $(x, y)$, calculates the loss $L(x, y)$ by forward propagation and then the gradient $\nabla W(x, y) = \frac{\partial L(x, y)}{\partial W}$ using backward propagation. The participants can also use the mini-batch SGD, where a mini-batch of samples are randomly selected to train the gradient at each iteration.

Gradients need to be consolidated at each iteration. In a centralized system, a parameter server aggregates all the gradients, and sends the updated one to each participant. In a decentralized system, each participant aggregates the gradients from his neighbors, and then broadcasts the results.
3.2. Attack Model

We consider a honest-but-curious adversarial entity in the collaborative learning system, who receives other participants’ gradients in each iteration, and tries to reconstruct the private training samples from them. In the centralized mode, this adversary is the parameter server, while in the decentralized mode, the adversary can be an arbitrary participant.

Common reconstruction techniques [40, 38, 6] adopt different optimization algorithms to extract training samples from the gradients. Specifically, given a gradient $\nabla W(x, y)$, the attack goal is to discover a pair of sample and label $(x', y')$, such that the corresponding gradient $\nabla W(x', y')$ is very close to $\nabla W$. This can be formulated as an optimization problem of minimizing the objective:

$$x^*, y^* = \arg\min_{x', y'} ||\nabla W(x, y) - \nabla W(x', y')||, \quad (1)$$

where $|| \cdot ||$ is a norm for measuring the distance between the two gradients. A reconstruction attack succeeds if the identified $x^*$ is visually similar to $x$. This can be quantified by the metric of Peak Signal-to-Noise Ratio (PSNR) [15]. Formally, a reconstruction attack is defined as below:

**Definition 1.** ($(\epsilon, \delta)$-Reconstruction Attack) Let $(x^*, y^*)$ be the solution to Equation 1, and $(x, y)$ be the target training sample that produces $\nabla W(x, y)$. This process is called a $(\epsilon, \delta)$-reconstruction attack if the following property is held:

$$\Pr[\frac{\text{PSNR}(x^*, x)}{\text{PSNR}(y^*, y)} > \epsilon] \geq 1 - \delta. \quad (2)$$

4. Methodology

4.1. Overview

Driven by the severity of reconstruction attacks, and limitations of existing defenses, we focus on a new mitigation opportunity in this paper: transforming the sensitive training samples to make the reconstruction difficult or even infeasible. Image transformation has been widely adopted to defeat reconstruction attacks. Specifically, given a dataset $D$, and an ensemble of transformations $T$, let $\hat{D}$ be another dataset transformed from $D$ with $T$. Let $M$ and $\hat{M}$ be the models trained over $D$ and $\hat{D}$, respectively. $T$ is defined to be $(\epsilon, \delta, \gamma)$-privacy-aware, if the following two requirements are met:

$$\Pr[\frac{\text{PSNR}(x^*, \hat{x})}{\text{PSNR}(y^*, y)} < \epsilon] \geq 1 - \delta, \forall x \in D, \quad (3)$$

$$\text{ACC}(M) - \text{ACC}(\hat{M}) < \gamma, \quad (4)$$

where $\hat{x} = T(x)$, $x^*$ is the reconstructed input from $\nabla W(\hat{x}, y)$, and $\text{ACC}$ is the prediction accuracy function.

It is critical to identify the transformation functions that can satisfy the above two requirements. With the advance of computer vision, different image transformations have been designed for better data augmentation. We aim to repurpose some of these data augmentation approaches to enhance the privacy of collaborative learning.

Due to the large quantity and variety of augmentation functions, we introduce a systematic and automatic method to search for the most privacy-preserving and efficient policy. Our idea is inspired by AutoAugment [4], which exploited AutoML techniques [34] to automatically search for optimal augmentation policies to improve the model accuracy and generalization. However, it is difficult to apply this solution directly to our privacy problem. We need to address two new challenges: (1) how to efficiently evaluate the satisfaction of the two requirements for each policy (Sections 4.3 and 4.4); and (2) how to select the appropriate search space and sampling method (Section 4.4).

4.2. Privacy Score

During the search process, we need to quantify the privacy effect of the candidate policies. The PSNR metric is not efficient here, as it requires to perform an end-to-end reconstruction attack over a well-trained model. Instead, we design a new privacy score, which can accurately reflect the privacy leakage based on the transformation policy and a semi-trained model which is trained for only a few epochs.

We first define a metric $\text{GradSim}$, which measures the gradient similarity of two input samples $(x_1, x_2)$ with the same label $y$:

$$\text{GradSim}(x_1, x_2) = \frac{\langle \nabla W(x_1, y), \nabla W(x_2, y) \rangle}{||\nabla W(x_1, y)|| \cdot ||\nabla W(x_2, y)||} \quad (5)$$

Assume the transformed image is $\hat{x}$, which the adversary tries to reconstruct. He starts from a random input $x' = x_0$, and updates $x'$ iteratively using Equation 1 until $\nabla W(x', y)$ approaches $\nabla W(\hat{x}, y)$. Figure 1 visualizes this process: the $y$-axis is the gradient similarity $\text{GradSim}(x', \hat{x})$, and the $x$-axis is $i \in [0, 1]$ such that $x' = (1 - i) \cdot x_0 + i \cdot \hat{x}$. The optimization starts with $i = 0$ (i.e., $x = x_0$) and ideally completes at $i = 1$ (i.e., $x' = \hat{x}$ and $\text{GradSim} = 1$).
A good policy can thwart the convergence from $x_0$ to $\tilde{x}$. As shown in Figure 1 (blue solid line), GradSim is hardly changed with $i$ initially from $x_0$. This reveals the difficulty of the adversary to find the correct direction towards $\tilde{x}$ based on the gradient distance. In contrast, if the collaborative learning system does not employ any transformation function (red dash line), GradSim is increased stably with $i$. This gives the adversary an indication to discover the correct moving direction, and steadily make $x'$ approach $x$ by minimizing the gradient distance.

Based on this observation, we use the area under the GradSim curve to denote the effectiveness of a transformation policy in reducing privacy leakage. A good transformation policy will give a small area as the GradSim curve is flat for most values of $i$ until there is a sharp jump when $i$ is close to 1. In contrast, a leaky learning system has a larger area as the GradSim curve increases gradually with $i$. Formally, our privacy score is defined as below:

$$S_{pri}(T) = \frac{1}{|D|} \sum_{x \in D} \int_0^1 \text{GradSim}(x'(i), T(x)) di,$$

$$x'(i) = (1 - i) * x_0 + i * T(x).$$

(6)

For simplicity, we can approximate this score as a numeric integration, which is adopted in our implementation:

$$S_{pri}(T) \approx \frac{1}{|D|K} \sum_{x \in D} \sum_{j=0}^{K-1} \text{GradSim}(x'(\frac{j}{K}), T(x)).$$

(7)

**Empirical validation.** We also run some experiments to empirically verify the correlation between $S_{pri}$ and PSNR. Specifically, we randomly select 100 transformation policies, and apply each to the training set. For each policy, we collect the PSNR value by performing the reconstruction at $x_0$ with $\tilde{x}$. As shown in Figure 2, $S_{pri}$ is linearly correlated to PSNR with a Pearson Correlation Coefficient of 0.697. This shows that we can use $S_{pri}$ to quantify the attack effects.

4.3. Accuracy Score

Another important requirement for a qualified policy is to maintain model accuracy. Certain transformations introduce large-scale perturbations to the samples, which can impair the model performance. We expect to have an efficient and accurate criterion to judge the performance impact of each transformation policy during the search process.

Joseph et al. [16] proposed a novel technique to search neural architectures without model training. It empirically evaluates the correlations between the local linear map and the architecture performance, and identifies the maps that yield the best performance. Inspired by this work, we adopt the technique to search for the transformations that can preserve the model performance.

Specifically, we prepare a randomly initialized model $f$, and a mini-batch of data samples transformed by the target policy $T$: $\{\tilde{x}_n\}_{n=1}^N$. We first calculate the Gradient Jacobian matrix, as shown below:

$$J \equiv \left( \frac{\partial f}{\partial x_1}, \frac{\partial f}{\partial x_2}, \ldots, \frac{\partial f}{\partial x_N} \right)^T.$$  (8)

Then we compute its correlation matrix:

$$(M_J)_{i,j} = \frac{1}{N} \sum_{n=1}^N J_{i,n},$$

$$(C_J)_{i,j} = (J - M_J)(J - M_J)^T,$$

$$(\Sigma_J)_{i,j} = \frac{(C_J)_{i,j}}{\sqrt{(C_J)_{i,i} \cdot (C_J)_{j,j}}}.$$  (9)

Let $\sigma_{J,1} \leq \cdots \leq \sigma_{J,N}$ be the $N$ eigenvalues of $\Sigma_J$. Then our accuracy score is given by

$$S_{acc}(T) = \frac{1}{N} \sum_{i=0}^{N-1} \log(\sigma_{J,i} + \epsilon) + (\sigma_{J,i} + \epsilon)^{-1},$$

(10)

where $\epsilon$ is set as $10^{-5}$ for numerical stability. This accuracy score can be used to quickly filter out policies which incur unacceptable performance penalty to the model.

4.4. Searching and Applying Transformations

We utilize the privacy and accuracy scores to identify the optimal policies, and apply them to collaborative training.
Search space. We consider the data augmentation library adopted by AutoAugment [4, 28]. This library contains 50 various image transformation functions, including rotation, shift, inversion, contrast, posterization, etc. We consider a policy combining at most \( k \) functions. This leads to a search space of \( \sum_{i=1}^{k} 50^i \). Instead of iterating all the policies, we only select and evaluate \( C_{\text{max}} \) policies. For instance, in our implementation, we choose \( k = 3 \), and the search space is 127,550. We set \( C_{\text{max}} = 1,500 \), which is large enough to identify qualified policies.

Search algorithm. Various AutoML methods have been designed to search for the optimal architecture, e.g., importance sampling [24], evolutionary sampling [19], reinforcement learning-based sampling [41]. We adopt a simple random search strategy, which is efficient and effective in discovering the optimal policies.

Algorithm 1 illustrates our search process. Specifically, we aim to identify a policy set \( \mathcal{T} \) with \( n \) qualified policies.

We need to prepare two local models: (1) \( M^* \) is a randomly initialized model without any optimization, which is used for accuracy quantification. We implement the following defenses as the baseline. For instance, Gaussian(\( 10^{-3} \)) suggests a noise scale of \( N(0, 10^{-3}) \).

- **Gaussian/Laplacian**: using differential privacy to obfuscate the gradients with Gaussian or Laplacian noise.
- **Pruning**: adopting the layer-wise pruning technique [2] to drop parameter gradients whose absolute values are smaller.

5. Experiments

5.1. Implementation and Configurations

Datasets and models. Our approach is applicable to various image datasets and classification models. Without loss of generality, we choose two datasets (CIFAR100 [18], Fashion MNIST [35]) and two conventional DNN models (ResNet20 [11], 8-layer ConvNet). These were the main targets of reconstruction attacks in prior works.

System and attack implementation. We implement a collaborative learning system with ten participants, where each one owns a same number of training samples from the same distribution. They adopt the SGD optimizer with momentum, weight decay and learning decay techniques to guarantee the convergence of the global model.

Our solution is able to thwart all existing reconstruction attacks with their variants. We evaluate six attacks in our experiments, named in the format of “optimizer+distance measure”. These techniques cover different optimizers and distance measures: (1) LBFGS+L2 [40]; (2) Adam+Cosine [6]; (3) LBFGS+Cosine; (4) Adam+L1; (5) Adam+L2; (6) SGD+Cosine. It is straightforward that the reconstruction attacks become harder with larger batch sizes. To fairly evaluate the defenses, we consider the strongest attacks where the batch size is 1.

Defense implementation. We adopt the data augmentation library [28], which contains 50 various transformations. We consider a policy with maximum 3 functions concatenated. It is denoted as \( i - j - k \), where \( i, j, \) and \( k \) are the function indexes from [28]. Note that index values can be the same, indicating the same function is applied multiple times.

We implement the following defenses as the baseline.

- **Gaussian/Laplacian**: using differential privacy to obfuscate the gradients with Gaussian or Laplacian noise.
- **Pruning**: adopting the layer-wise pruning technique [2] to drop parameter gradients whose absolute values are smaller.

Applying transformations. With the identified policy set \( \mathcal{T} \), we can apply the functions over the sensitive training data. One possible solution is to always pick the policy with the smallest \( S_{\text{pri}} \), and apply it to each sample. However, a single fixed policy can incur domain shifts and bias in the input samples. This can impair the model performance although we have tested it with the accuracy metric.

Instead, we can adopt a hybrid augmentation strategy which is also used in [4]: we randomly select a transformation policy from \( \mathcal{T} \) to preprocess each data sample. All the selected transformation policies cannot have common transformation functions. This can guarantee low privacy leakage and high model accuracy. Besides, it can also improve the model generalization and eliminate domain shifts.
We adopt PyTorch framework [26] to realize all the implementations. All our experiments are conducted on a server equipped with one NVIDIA Tesla V100 GPU and 2.2GHz Intel CPUs. With these implementations, as the attack effects. We measure the trained model’s accuracy and loss over the training and validation sets with and without our transformation policies. We can observe that although the transformation policies can slightly slow down the convergence speed on the training set, the speeds on the validation set are identical. This indicates the transformation policies incur negligible overhead to the training process.

5.2. Search and Training Overhead

Search cost. For each transformation policy under evaluation, we calculate the average $S_{pr^1}$ of 100 images randomly sampled from the validation set. We also calculate $S_{acc}$ with 10 forward-background rounds. We run 10 search jobs in parallel on one GPU. Each policy can be evaluated within 1 minutes. Evaluation of all $C_{max} = 1, 500$ policies can be completed within 2.5 hours. The entire search overhead is very low. In contrast, the attack time of reconstructing 100 images using [6] is about 10 GPU hours.

Training cost. Applying the searched policies to the training samples can be conducted offline. So we focus on the online training performance. We train the ResNet20 model on CIFAR100 with 200 epochs. Figure 3 reports the accuracy and loss over the training and validation sets with and without our transformation policies. We can observe that although the transformation policies can slightly slow down the convergence speed on the training set, the speeds on the validation set are identical. This indicates the transformations incur negligible overhead to the training process.

5.3. Effectiveness of the Searched Policies

As an example, Figure 4 illustrates the visual comparison of the reconstructed images with and without the searched policies under the Adam+Cosine attack [6] for the two datasets. We observe that without any transformations, the adversary can recover the images with very high fidelity (row 2). In contrast, after the training samples are transformed (row 3), the adversary can hardly obtain any meaningful information from the recovered images (row 4). We have similar results for other attacks as well.

Table 1 reports the quantitative results of Adam+Cosine attacks and model accuracy. For each dataset and architecture, we consider the model training with no transformations, random selected policies, the top-2 of the searched policies and their hybrid. We observe that randomly selected policies fail to invalidate reconstruction attacks. In contrast, the searched policies can effectively reduce the deep leakage from the gradients. The hybrid of policies exhibits higher generalization ability on the final model.

Table 2 reports the PSNR values of the hybrid strategy against different reconstruction attacks and their variants. Compared with the training process without any defenses, the hybrid of searched transformations can significantly reduce the image quality of the reconstructed images, and eliminate information leakage in different attacks.

Comparisons with other defenses. We also compare our solution with state-of-the-art privacy-preserving methods proposed in prior works. We consider model pruning with different compression ratios, and differential privacy with different noise scales and types. Table 3 illustrates the comparison results. We observe that these solutions can hardly reduce the PSNR values, and the model accuracy is decreased significantly with larger perturbation. These results are consistent with the conclusion in [40]. In contrast, our solution can significantly destruct the quality of recovered images, while maintaining high model accuracy.

Transferability. In the above experiments, we search the optimal policies for each dataset. Actually the searched transformations have high transferability across different datasets. To verify this, we apply the policies searched from CIFAR100 to the tasks of F-MNIST, and Table 4 illustrates the PSNR and accuracy values. We observe that although these transferred policies are slightly worse than the ones directly searched from F-MNIST, they are still very effective in preserving the privacy and model performance, and much better than the randomly selected policies. This transferability property makes our solution more efficient.

5.4. Explanations about the Transformation Effects

In this section, we further analyze the mechanisms of the transformations that can invalidate reconstruction attacks. We first investigate which kinds of transformations are particularly effective in obfuscating input samples. Figure 5 illustrates the visual comparison of the reconstructed images with and without the searched policies under the Adam+Cosine attack [6] for the two datasets. We observe that without any transformations, the adversary can recover the images with very high fidelity (row 2). In contrast, after the training samples are transformed (row 3), the adversary can hardly obtain any meaningful information from the recovered images (row 4). We have similar results for other attacks as well.

Table 1 reports the quantitative results of Adam+Cosine attacks and model accuracy. For each dataset and architecture, we consider the model training with no transformations, random selected policies, the top-2 of the searched policies and their hybrid. We observe that randomly selected policies fail to invalidate reconstruction attacks. In contrast, the searched policies can effectively reduce the deep leakage from the gradients. The hybrid of policies exhibits higher generalization ability on the final model.

Table 2 reports the PSNR values of the hybrid strategy against different reconstruction attacks and their variants. Compared with the training process without any defenses, the hybrid of searched transformations can significantly reduce the image quality of the reconstructed images, and eliminate information leakage in different attacks.

Comparisons with other defenses. We also compare our solution with state-of-the-art privacy-preserving methods proposed in prior works. We consider model pruning with different compression ratios, and differential privacy with different noise scales and types. Table 3 illustrates the comparison results. We observe that these solutions can hardly reduce the PSNR values, and the model accuracy is decreased significantly with larger perturbation. These results are consistent with the conclusion in [40]. In contrast, our solution can significantly destruct the quality of recovered images, while maintaining high model accuracy.

Transferability. In the above experiments, we search the optimal policies for each dataset. Actually the searched transformations have high transferability across different datasets. To verify this, we apply the policies searched from CIFAR100 to the tasks of F-MNIST, and Table 4 illustrates the PSNR and accuracy values. We observe that although these transferred policies are slightly worse than the ones directly searched from F-MNIST, they are still very effective in preserving the privacy and model performance, and much better than the randomly selected policies. This transferability property makes our solution more efficient.
shows the privacy score of each transformation. The five transformations with the lowest scores are (red bars in the figure): 3rd [horizontal shifting, 9], 15th [brightness, 9], 18th [contrast, 7], 26th [brightness, 6] and 1st [contrast, 6]; where the parameters inside the brackets are the magnitudes of the transformations. These functions are commonly selected in the optimal policies.

Horizontal shifting achieves the lowest score, as it incurs a portion of black area, which can undermine the quality of the recovered image during the optimization. Contrast and brightness aim to modify the lightness of an image. These operations can blur the local details, which also increase the difficulty of image reconstruction. Overall, the selected privacy-preserving transformations can distort the details of the images, while maintaining the semantic information.

Next, we explore the attack effects at different network layers. We compare three strategies: (1) no transformation; (2) random transformation policy; (3) searched transformation policy. Figure 6 demonstrates the similarity between

Table 1: PSNR (db) and model accuracy (%) of different transformation configurations for each architecture and dataset.

<table>
<thead>
<tr>
<th>Policy</th>
<th>PSNR</th>
<th>ACC</th>
<th>Policy</th>
<th>PSNR</th>
<th>ACC</th>
<th>Policy</th>
<th>PSNR</th>
<th>ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>13.88</td>
<td>76.88</td>
<td>None</td>
<td>13.07</td>
<td>70.13</td>
<td>None</td>
<td>10.04</td>
<td>95.03</td>
</tr>
<tr>
<td>Random</td>
<td>11.41</td>
<td>73.94</td>
<td>Random</td>
<td>12.18</td>
<td>69.91</td>
<td>Random</td>
<td>9.23</td>
<td>91.16</td>
</tr>
<tr>
<td>3-1-7</td>
<td>6.579</td>
<td>70.56</td>
<td>21-13-3</td>
<td>5.76</td>
<td>66.98</td>
<td>19-15-45</td>
<td>7.01</td>
<td>91.33</td>
</tr>
<tr>
<td>43-18-18</td>
<td>8.56</td>
<td>77.27</td>
<td>7-4-15</td>
<td>7.75</td>
<td>69.67</td>
<td>2-43-21</td>
<td>7.75</td>
<td>89.41</td>
</tr>
<tr>
<td>Hybrid</td>
<td>7.64</td>
<td>77.92</td>
<td>Hybrid</td>
<td>6.83</td>
<td>70.27</td>
<td>Hybrid</td>
<td>7.60</td>
<td>92.23</td>
</tr>
</tbody>
</table>

(a) CIFAR100 with ResNet20  (b) CIFAR100 with ConvNet  (c) F-MNIST with ResNet20  (d) F-MNIST with ConvNet

Table 2: The PSNR values (db) between the reconstructed and transformed images under different attack techniques.

<table>
<thead>
<tr>
<th>Attack</th>
<th>None</th>
<th>Hybrid</th>
<th>Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBFGS+L2</td>
<td>6.93</td>
<td>4.79</td>
<td>6.16</td>
</tr>
<tr>
<td>Adam+Cosine</td>
<td>13.88</td>
<td>7.64</td>
<td>7.61</td>
</tr>
<tr>
<td>Adam+L1</td>
<td>9.99</td>
<td>6.97</td>
<td>7.71</td>
</tr>
<tr>
<td>SGD+Cos</td>
<td>14.04</td>
<td>7.71</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Comparisons with existing defense methods under the Adam+Cosine attack.

<table>
<thead>
<tr>
<th>Defense</th>
<th>PSNR</th>
<th>ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pruning (70%)</td>
<td>12.00</td>
<td>77.12</td>
</tr>
<tr>
<td>Pruning (95%)</td>
<td>10.07</td>
<td>70.12</td>
</tr>
<tr>
<td>Pruning (99%)</td>
<td>10.93</td>
<td>58.33</td>
</tr>
<tr>
<td>Laplacian (10⁻³)</td>
<td>11.85</td>
<td>74.12</td>
</tr>
<tr>
<td>Laplacian (10⁻²)</td>
<td>9.67</td>
<td>39.59</td>
</tr>
<tr>
<td>Gaussian (10⁻³)</td>
<td>12.71</td>
<td>75.67</td>
</tr>
<tr>
<td>Gaussian (10⁻²)</td>
<td>11.44</td>
<td>48.2</td>
</tr>
</tbody>
</table>

<p>| Hybrid         | 7.64 | 77.92 |</p>
<table>
<thead>
<tr>
<th>Policy</th>
<th>PSNR</th>
<th>ACC</th>
<th>Policy</th>
<th>PSNR</th>
<th>ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>10.04</td>
<td>95.03</td>
<td>None</td>
<td>9.12</td>
<td>94.25</td>
</tr>
<tr>
<td>3-1-7</td>
<td>7.5</td>
<td>87.95</td>
<td>21-13-3</td>
<td>7.51</td>
<td>74.81</td>
</tr>
<tr>
<td>43-18-18</td>
<td>8.13</td>
<td>91.29</td>
<td>7-4-15</td>
<td>7.68</td>
<td>88.29</td>
</tr>
<tr>
<td>Hybrid</td>
<td>8.14</td>
<td>91.49</td>
<td>Hybrid</td>
<td>7.11</td>
<td>87.51</td>
</tr>
</tbody>
</table>

(a) F-MNIST with ResNet20  
(b) F-MNIST with ConvNet

Table 4: Transferability results: applying the same policies from CIFAR100 to F-MNIST.

Figure 5: Privacy scores of the 50 transformation functions in the augmentation library.

Figure 6: Gradient similarity during the reconstruction optimization process, for CIFAR100 with ResNet20.

The gradient of the reconstructed samples and the actual gradient for two shallow layers (a) and two deep layers (b). We can observe that at shallow layers, the similarity scores converge to 0.7 when no or random policy is applied. In contrast, the similarity score stays at lower values when the optimal policy is used. This indicates that the optimal policy makes it difficult to reconstruct low-level visual features of the input, e.g., color, shape, and texture. The similarity scores for all the three cases are almost the same at deep layers. This reveals the optimal policy has negligible impact on the semantic information of the images used for classification, and the model performance is thus maintained.

6. Discussions and Future Work

Adaptive attack. Our solution prevents image reconstruction via data augmentation techniques. Although the evaluations show it is effective against existing attacks, a more sophisticated adversary may try to bypass our defense from two aspects. First, instead of starting from a randomly initialized image, he may guess the content property or class representatives of the target sample, and start the reconstruction from an image with certain semantic information. The success of such attacks depends on the probability of a successful guess, which becomes lower with higher complexity or variety of images. Second, the adversary may design attack techniques instead of optimizing the distance between the real and dummy gradients. We leave these advanced attacks as future work.

Defending other domains. In this paper, we focus on the computer vision domain and image classification tasks. The reconstruction attacks may occur in other domains, e.g., natural language processing [40]. Then the searched image transformations cannot be applied. However, it is possible to use text augmentation techniques [17, 32] (e.g., deletion, insertion, shuffling, synonym replacement) to preprocess the sensitive text to be less leaky without losing the semantics. Future work will focus on the design of an automatic search method for privacy protection of NLP tasks.

7. Conclusion

In this paper, we devise a novel methodology to automatically and efficiently search for data augmentation policies, which can prevent information leakage from the shared gradients. Our extensive evaluations demonstrate that the identified policies can defeat existing reconstruction attacks with negligible overhead. These policies also enjoy high transferability across different datasets, and applicability to different learning systems. We expect our search method can be adopted by researchers and practitioners to identify more effective policies when new data augmentation techniques are designed in the future.
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