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Abstract

This thesis presents some novel results on the cryptanalysis and design of stream
ciphers. The first part of the thesis introduces various stream ciphers design and
cryptanalysis techniques.

The second part of the thesis gives the cryptanalysis of seven stream ciphers.
The properties of addition are exploited in the cryptanalysis of two stream ci-
phers: the differential-linear cryptanalysis against Phelix and the fast correlation
attack on ABC v2. Resynchronization attacks are applied against several stream
ciphers – DECIM, WG, LEX, Py and Pypy. Various cryptanalytic approaches
(linear, differential and slide attacks) are used in these attacks.

The third part of the thesis is on the design of stream ciphers. We demonstrate
that strong and secure stream ciphers can be designed using nonlinear state
updating function and nonlinear output function. The design of stream ciphers
HC-256 and HC-128 are presented.
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Chapter 1

Introduction

1.1 Symmetric Key Encryption

The importance of encryption became critical after telegraph, especially radio
telegraph, was invented. Long distance communication allows information being
intercepted much easier than ever. To protect the confidentiality of informa-
tion, encryption is widely used in military, intelligence and diplomatic services.
The consequence is that cryptanalysis techniques improved significantly. Dur-
ing World War II, both the German Enigma cipher [53, 123] and the Japanese
Purple cipher [52] were successfully broken by the Allies. The two weak ciphers
contributed significantly to the failure of Germany and Japan in World War II.

Today more and more people are connected to the internet with huge amount
of confidential information (emails, online transactions ...) being transmitted
every day. Cryptography starts to play an important role in daily life. Modern
cryptography is developed to protect information confidentiality, integrity and
provide authentication. In modern cryptography, symmetric key cipher is essen-
tial in protecting information confidentiality. With a public key infrastructure
(PKI) that can support key establishment protocol, two parties can share a secret
key and carry out symmetric key encryption in a convenient way.

Symmetric key encryption is important for secret information transmission
and storage. Two parties, the sender and receiver, share the same symmetric key
cipher and the same secret key. The sender encrypts the message (plaintext) with
the cipher and key to obtain the ciphertext. The ciphertext is transmitted (or
stored) over an insecure channel. The receiver decrypts the ciphertext to retrieve
the original message. An attacker or adversary may intercept the ciphertext. To
ensure that no information is leaked to the attacker, strong cipher and strong
key should be used for encryption.

1



2 CHAPTER 1. INTRODUCTION

1.1.1 The one-time pad and stream ciphers

The one-time pad, also called Vernam’s cipher, was invented by Vernam in 1917.
The bit-wise one-time pad is easy to illustrate. A one-time key is randomly
generated and it is as long as the message. The key is XORed (addition modulo
2) with the plaintext for encryption, and the key is XORed with the ciphertext
for decryption.

The one-time pad is the only encryption algorithm that is unconditionally se-
cure – the cipher remains secure despite the computational power and knowledge
of any adversary (quantum cryptography is also claimed to be “unconditionally
secure”, but such claim is based on the assumption that the physics knowledge
today is perfect). The perfect secrecy of one-time pad was proved by Claude
Shannon in his historic paper in 1949 [118].

Although the one-time pad is perfectly secure, it is inconvenient to use in
many applications due to the constraints that the key is too long and each key
can be used only once. A strong synchronous stream cipher is a good replacement
for the one-time pad. A stream cipher can be used to generate many keystreams
from the same (relatively short) key and different initialization vectors (IVs),
then each keystream can be used to encrypt a message.

1.1.2 Block ciphers and stream ciphers

Symmetric key encryption algorithms include block ciphers and stream ciphers.
Both block ciphers and stream ciphers are widely used today. A block cipher has a
fixed message input length, called block size, and it can be viewed as an enormous
and fixed (for each key) secret substitution table that transforms a block of
plaintext bits into ciphertext. A stream cipher has a variable message input
length, and it can be viewed as a small but changing secret substitution table that
transforms plaintext bits at different positions with different substitution tables
(the XOR operation between plaintext and keystream can be viewed as one-bit
substitution determined by a keystream bit). There is some connection between
block ciphers and stream ciphers. A block cipher in counter (CTR) mode [98]
or output feedback (OFB) mode [98] is an inefficient synchronous stream cipher;
and a block cipher in cipher feedback (CFB) mode [98] is an asynchronous stream
cipher.

For some applications, a block cipher is more convenient to use than a stream
cipher – block cipher in electronic codebook (ECB) mode [98] does not require
IV; and the security of block cipher in cipher-block chaining (CBC) mode [98]
is not that sensitive to the management of IV. A block cipher is also useful in
building other cryptography primitives, such as hash functions and message au-
thentication codes (MACs). A stream cipher has two advantages over a block
cipher. One advantage is that to achieve the same security level, a stream cipher
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may require much less computations than a block cipher because it is more dif-
ficult to attack the changing state in stream cipher. Another advantage is that
with the precomputation of keystream, the encryption and decryption of stream
cipher can be extremely fast.

The Data Encryption Standard (DES) [99] and Advanced Encryption Stan-
dard (AES) [101] are the two block cipher standards of the National Institute of
Standards and Technology (NIST) of the United States of America. DES was
selected as the encryption standard in 1976, and it has motivated the research
on the design and cryptanalysis of block ciphers. AES was selected as standard
in 2001. In the following, we give a brief introduction to the design and analysis
of stream ciphers.

1.2 Stream Cipher Design

A stream cipher consists of a state update function and an output function.
The state of a stream cipher is updated continuously during encryption so that
bits at different positions in a message are encrypted with different states. The
output function generates keystream bits from the state and performs encryption
or decryption. If the initial state of a stream cipher is not the same as the key,
key setup is required to generate the initial state from the key. If a key is used
with different initialization vectors (IVs) to generate keystreams, key/IV setup
(resynchronization) is required to generate the initial state from the key and IV.

Stream ciphers can be classified according to the state update. If the state
is independent of the message, the cipher is called a synchronous stream cipher
since it requires synchronization between the sender and receiver. If the state
depends only on N previous ciphertext bits, the cipher is called asynchronous
or self-synchronizing stream cipher. Some stream ciphers, such as Helix [48] and
Phelix [126], are neither synchronous nor asynchronous since the state is affected
by all the previous message bits.

The basic requirement on the state update is that the states should be gen-
erated with a sufficiently large period. There are many ways to design a state
update function. The simplest way is to use counter, such as block cipher in
counter mode and the stream cipher Salsa20 [19]. There are two problems with
a counter. One problem is that the diffusion within a counter is too slow; an-
other problem is that the more significant bits never affect the less significant
bits, so the cipher with counter requires a lot of computations in order to achieve
a high security level. A more sophisticated approach is to use linear feedback
shift register (LFSR) with a primitive polynomial. To reduce the weakness as-
sociated with the linearity in LFSR, nonlinearity is introduced, such as clocking
the LFSR irregularly. The more general approach to eliminate the weak linearity
in an LFSR is to use a nonlinear state update function instead of LFSR. Many
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different and efficient stream ciphers have been designed with nonlinear state
update functions in recent years. We expect that such approach will continue to
dominate the future stream cipher designs.

In the following, we will illustrate the above state update techniques in detail.
We start with the early stream ciphers, rotor machines, to see how a counter can
be constructed in an electromechanical way.

1.2.1 Rotor machines

A cipher is practical only if its encryption and decryption can be computed in
an efficient way. Any cipher used in history matches well with the computing
facilities at that time. A stream cipher with state update function is difficult to
compute conveniently and reliably with paper and pencil. With the application of
electromechanics, the early stream ciphers, rotor machines cipher, were invented
and became widely used from 1930s to 1960s. Rotor machines are convenient
to use – encryption and decryption only requires an operator typing a message
on the keyboard. Rotor machine is a brilliant cipher design approach in the
electromechanics era.

Enigma is the best known rotor machine since it was used in the German mil-
itary during World War II and was broken by the Allies. The rotors of Enigma
are described below. Enigma consists of a few rotors, typically 3 or 4, driven
by electricity. Each rotor represents a (secret) substitution table of the German
characters; the concatenation of two rotors gives the composition of two substitu-
tions. Clocking a rotor one step is equivalent to rotate the substitution table one
position. For a common Enigma (the naval version is slightly different), the first
rotor is rotated one step for every input character, and it triggers the second rotor
to rotate one step during every round of the first rotor; the second rotor triggers
the third rotor to rotate one step during every round of the second rotor, etc.
The changing state of Enigma is the rotation positions of the rotors. The initial
rotor positions are set with a few characters (initialization vector). The state of
Enigma keeps changing as the characters are typed, and a different substitution
table is generated for each character in the message. Enigma is constructed with
an additional reflector so that the encryption and decryption are identical.

The state update function of Enigma is a simple counter. For Enigma with
three rotors, the changing state (the positions of rotors) can be viewed as a three
digit number in base 26 (for English language), and this number is incremented
each time a key is typed. The value of the counter determines the substitution
tables to be used in the encryption and decryption. A counter is probably the
simplest state update function that can be implemented easily and reliably with
electrical rotors (or relays), so rotor machines emerged in the early 20th century
and became popular for about four decades.
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1.2.2 LFSR based stream ciphers

Electronic computers were invented in the 1940s. The advance in computing
technology allowed cryptographers to design ciphers using more secure operations
than counters. The LFSR based stream cipher started to emerge at that time.
The algebraic structure of LFSR is very simple and it can be easily constructed
using basic logic gates.

In the 1950s, the National Security Agency (NSA) of the United States of
America started the design of the KW-26 stream cipher, as illustrated in the NSA
brochure [102]. KW-26 was in service from 1960s to 1980s. It was constructed
using over 800 Bistable Magnetic cores (BIMAGs) and about 50 vacuum-tube
drivers. BIMAG is very reliable, and was used as memory in almost all the com-
puters in the 1950s and early 1960s. BIMAGs and vacuum tubes are much less
vulnerable to electromagnetic pulse (EMP) and radiation, so they are very attrac-
tive to military applications. It is thus not a surprise that BIMAG and vacuum
tube were used in the construction of KW-26 even when silicon technology be-
came popular in the 1970s. The specification of KW-26 has never been disclosed
to the public and it is uncertain how many versions have been developed and
used. After KW-26 ciphers were decomissioned by NSA in the mid-1980s, the
ciphers were securely destroyed. According to the NSA brochure, KW-26 uses
Fibonacci shift registers and binary logic combining elements; it is very likely
that the term “Fibonacci shift registers” refers to linear feedback shift registers.

There are two types of LFSR based stream ciphers. One type is to use a
long LFSR, and to use a filtering function to generate keystream bits; another
type is to use several short LFSRs, and to use a combining function to generate
keystream bits. The filtering or combining function has to involve complicated
operations in order to hide the linear weakness in the regularly clocked LFSR(s),
and it is related to the study of the properties of Boolean functions, such as
resilience, nonlinearity and algebraic immunity.

1.2.3 Stream ciphers based on clock-controlled LFSRs

A regularly clocked LFSR is weak. The linearity in the LFSR allows to combine
information that is leaked at faraway positions in order to recover the secret state
of the LFSR. To reduce the weakness, nonlinearity can be introduced to an LFSR
by clocking the LFSR irregularly.

In the stop-and-go generator [24], two LFSRs are cascaded – one bit from
LFSR1 is used to control the clocking of LFSR2 following the stop-and-go rule,
and one bit from LFSR2 is given as the output of the generator. The weakness
of the stop-and-go generator is that when LFSR2 is not clocked, the bit from
LFSR2 is still given as the output of the generator. This weakness is eliminated
perfectly in the alternating step generator [64]. In the alternating step generator,
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one bit from LFSR1 is used to control the clocking of LFSR2 and LFSR3 so that
one of LFSR2 and LFSR3 is clocked at each step. Two bits, one from LFSR2 and
another from LFSR3, are XORed to give the output of the generator. However,
both the stop-and-go generator and alternating step generator are vulnerable to
the divide-and-conquer attack since guessing the initial state of LFSR1 is almost
equivalent to guessing the complete initial state of the generator.

The above weaknesses in the stop-and-go generator and alternating step gen-
erator are eliminated in the elegant stream cipher A5/1 [59], which is used in
GSM. A5/1 consists of three LFSRs, each LFSR provides a control bit, and an
LFSR is clocked if its control bit agrees with the majority of those three control
bits, thus at least two LFSRs are clocked at each step. Each LFSR provides one
bit to be XORed together to generate the keystream bit. The three LFSRs in
A5/1 affect one another, so A5/1 is not that vulnerable to the divide and conquer
attack, and the size of each LFSR can be small. A5/1 can be implemented very
efficiently in hardware due to its small state size and simple operation. Several
attacks have been developed against A5/1 by exploiting its small 64-bit state size
[59, 22, 9]. However, considering that the key size of A5/1 is limited to only 54
bits, A5/1 almost achieves the 54-bit security level required in GSM.

The above clock controlled generators were developed in the 1980s. The
shrinking generator [34] and self-shrinking generator [90], being proposed in the
1990s, are two special clock controlled generators. There are two regularly clocked
LFSRs in the shrinking generator. At each step, one bit from LFSR1 is used to
determine whether a bit from LFSR2 is given as keystream bit or discarded.
There is only one regularly clocked LFSR in the self-shrinking generator. At the
end of every two steps, two adjacent bits in the LFSR are used – one bit is used to
determine whether another bit will be given as keystream bit or discarded. There
are so far no efficient attacks against the shrinking generator and self-shrinking
generator. However, it is inconvenient to use the shrinking generators in practice
since they do not generate keystream at a constant rate.

From the clock controlled generators, we see that nonlinearity in the state
update function can result in a simple, secure and efficient design. It is natural
to look for other efficient nonlinear state update functions in the stream cipher
design.

1.2.4 Stream ciphers with nonlinear state update function

Computing devices are very powerful these days. We can design many different
nonlinear state update functions – irregularly clocked LFSRs, bit-wise nonlinear
feedback shift registers, lookup table based nonlinear update functions ... With
nonlinear state update functions, very secure and efficient stream ciphers can be
designed.
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Bit-wise nonlinear feedback shift registers

The bit-wise nonlinear feedback shift registers (NLFSR) are used in several recent
stream ciphers, such as Achterbahn [54, 55], Grain [66, 67] and Trivium [44].
Achterbahn consists of a number of short NLFSRs, but it does not benefit much
from the use of NLFSRs. Even though complicated combining functions are used
in Achterbahn, the ciphers were still broken [76, 68, 69, 111]. Grain consists of one
LFSR and one NLFSR. The improperly designed NLFSR and filtering function
in Grain v0 results in the state of LFSR being recovered with a fast correlation
attack [15]. The flaw was fixed in the improved Grain version [67]. Trivium uses
a long NLFSR (or three NLFSRs with interconnections between them), and is
very strong against the distinguishing attack.

We expect that extremely hardware efficient stream ciphers can be designed
by using bit-wise NLFSRs and nonlinear output functions. However, as the
number of operations being significantly reduced in the hardware efficient cipher,
it requires more security analysis of the design.

Word-wise nonlinear update functions

RC4 [114] is used extensively in applications such as Secure Socket Layer (SSL). It
is the first lookup table based stream cipher. Table lookups are used extensively
in the state update and keystream generation in RC4. The table in RC4 is secret
and changing. Benefiting from this high nonlinearity, the structure of RC4 is
extremely simple, and RC4 is very strong. However, the initial state of RC4 is not
properly generated from the key and IV, thus it suffers from the resynchronization
attack [50, 84] and broadcast attack [86] in practice. In general, it is extremely
difficult to recover the secret key of a stream cipher with large, secret and changing
lookup table by analyzing the keystream generation process. The recent designs
with secret and changing lookup table include HC-128 [135], HC-256 [128], Py [25]
and Pypy [26]. However, Py and Pypy suffer from resynchronization attacks [134].

Rabbit [30] is a stream cipher with update function heavily depending on inte-
ger multiplications and rotations. This approach also provides high nonlinearity
in the cipher design.

More on nonlinear update functions

When a nonlinear update function is used in a stream cipher, the most important
question is what the period of the keystream is. If there is no algebraic structure
in the nonlinear function, then it is almost impossible to predict the exact period
of the keystream. If algebraic structure is introduced into the nonlinear function,
such as a T-function [79, 80], then it is possible to compute the exact period of the
keystream. However, we prefer removing any algebraic structure from the stream
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cipher design to reduce the threat that the algebraic structure may be exploited
in an attack. In general, if the state size of a stream cipher is not too small (at
least twice the keysize), and the state is updated in an invertible and nonlinear
way (with sufficient confusion and diffusion), then the probability is very high
that the resulting stream cipher generates keystream with a very large period
since the average period of an invertible random function with n-bit state is 2n−1

[49]. We should note that if the nonlinear update function is noninvertible, then
the average period of the keystream would be significantly reduced, such as the
short period of A5/1.

We should also note that using nonlinear state update function in a stream
cipher does not automatically guarantee the security of the cipher. Confusion
and diffusion are very important in stream cipher design, although they have
been strictly applied in block cipher design. And intensive reviews are necessary
for any stream cipher design.

1.2.5 Impractical stream ciphers

Some stream ciphers, such as QUAD [16], are designed with public key cryp-
tosystem techniques. This approach normally gives stream cipher more than 100
times less efficient than a common stream cipher and thus has almost no practical
value. Basically such approach is a bit ridiculous: in order to achieve “provable
security”, the designers have to significantly weaken the cipher by giving “public
key” information to the adversary. Obviously, keeping such “public key” infor-
mation secret in a symmetric key cipher should significantly improve the security
(or significantly enhance the performance) – just imagine how secure (or how
efficient) the properly padded RSA [115] would be if both the public and private
keys are kept secret.

1.3 Stream Cipher Cryptanalysis

Cryptanalysis plays an essential role in the design of ciphers. A good cipher
should be designed by taking into account all the known cryptanalysis techniques
and the designer’s insight into unknown attacks. For example, DES would not
have been designed in the same way if the differential attack [27] had not been
invented at that time, and AES would not give adequate security margin if the
square attack [42] had not been developed at that time. In the following, we
illustrate some general attacks on stream ciphers, followed by the dedicated at-
tacks on LFSR based stream ciphers. The countermeasure against these attacks
will be discussed.
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1.3.1 General attacks

There are a number of general attacks against stream ciphers. These include
the brute force attack, the time-memory-data tradeoff attack, the divide and
conquer attack (including correlation attack), the resynchronization attack and
distinguishing attack.

Brute force attack

A brute force attack (exhaustive key search) is the most basic attack against any
cipher. The key space of a cipher should be sufficiently large to thwart brute
force attack. The adequate key size is closely related to the security requirement
and the advance in computing technology.

Computing can be simply considered as the flow of information and the trig-
gering of events during the flow. Thus computing power is eventually limited
by the information flow distance and transmission speed. Within a conventional
computer, the information transmission speed is limited by the speed of light,
and the information transmission distance can be reduced through the aggressive
shrinking of transistors. The shrinking of transistors has so far been predicted
well by Moore’s law which states that the number of transistors that can be
placed on an integrated circuit doubles every 18 months. However, there will be
an end to Moore’s law. In 2007, Intel showed the first test chips using the 32
nanometer node CMOS fabrication technology (half-pitch spacing of metal lines
is 32 nanometers). The 16 nanometer technology is expected to be available in
2018. Note that the diameter of an atom is about 0.1 to 0.5 nanometer, hence
we can expect that Moore’s law would no longer be applicable after three or
four decades. It implies that stream cipher with 128-bit key size may be secure
enough against brute force attack within the first half of the 21st century.

However, there is uncertainty in predicting the progress of computing. There
will be alternative ways to perform computing rather than using the current sili-
con technology (microelectronics). The future researches on nanoelectronics will
very likely lead to much more powerful computing devices. Quantum computing
is an emerging and very different computing approach. Based on entanglement
and superposition, an n-qubit quantum register can contain up to 2n states si-
multaneously, and an operation performed on the quantum register is equivalent
to 2n parallel operations being performed on a conventional computer. It is the
reason that quantum computers can be much more powerful than conventional
computers. However, quantum computers cannot be 2n times faster than con-
ventional computers for solving a general problem. The reason is that although
a quantum register contains 2n states, it can only be measured to be one of
2n states, so it is extremely difficult to exploit the quantum computing power
directly. Thus quantum algorithms are needed so that some special problems
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can be solved efficiently on quantum computers. There are so far two quantum
algorithms being developed that are important for cryptanalysis – Shor’s algo-
rithm [119] and Grover’s algorithm [63]. Shor’s algorithm was invented by Peter
Shor in 1994. It is the first quantum algorithm related to cryptology and it has
motivated the research on quantum computer. Shor’s algorithm is a polynomial-
time approach to solve the integer factorization and discrete logarithm problems.
Thus it is easy to break most of the widely used public key cryptosystems on
a quantum computer. Grover’s algorithm searches an unsorted database with
N entries in O(

√
N) time with O(logN) storage space. Grover’s algorithm can

be applied to find an n-bit key with about 2n/2 operations, thus it affects the
security of symmetric key ciphers. However, it is unlikely that quantum com-
puter can be applied to break stream cipher faster than conventional computer
in the near future (say, half a century), since currently quantum computers are
still in their infancy, and there are tremendous difficulties in building quantum
computers. The threat of Grover’s algorithm on stream ciphers can be simply
eliminated by doubling the key size.

Time-memory-data tradeoff attack

If the state space of a stream cipher is small, the collision of the states can be ex-
ploited to recover the secret state. The attack is performed as follows. From many
different states, the corresponding keystream fragments are precomputed, sorted
and stored. From a given long keystream, one can obtain many keystream frag-
ments, and compare the keystream fragments with the precomputed keystream
fragments to look for collision. Once a collision is found, the secret state of the ci-
pher is recovered. The above attack was developed independently by Babbage [7]
and Golić [59]. Note that if part of the secret state of a stream cipher is never
updated by the state update function, then collision does not exist for that fixed
state component, so brute force attack is needed to deal with the fixed secret
state component, and the overall complexity of the time-memory-data tradeoff
attack increases.

In the above attack, there is tradeoff between the amount of precomputa-
tions and the length of keystream. The length of the known keystream can be
reduced by increasing the amount of precomputations. But the memory required
to store the precomputed keystream fragments and the corresponding states in-
creases proportionally to the amount of precomputations. To reduce the memory
requirement in the attack, in year 2000, Biryukov and Shamir developed the time-
memory-data tradeoff attack [21] by using the idea of Hellman’s time-memory
tradeoff attack on block cipher [71].

To resist the time-memory-data tradeoff attack, it requires that the state size
is at least twice of the key size.
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Divide and conquer attack

Divide and conquer is a natural and powerful approach to solve a complicated
problem. We can find the use of divide and conquer in many attacks, such as
differential cryptanalysis [27] and linear cryptanalysis [88] against block ciphers.
In order to thwart the divide and conquer attack, the repeated use of confusion
and diffusion is necessary in the design of a symmetric key cipher, as pointed out
by Shannon [118].

Here we consider only the divide and conquer attacks against stream ciphers
with improperly updated state – some component in the state is updated without
being affected by other components. Many stream ciphers have this potential
weakness, such as stream ciphers consisting of several independently updated
linear (or nonlinear) feedback shift registers. T-function based stream cipher is
a special example [79, 80]. In T-functions, the more significant bits never affect
the less significant bits. The stream cipher Edon80 [56] does not use T-function.
However, the overall structure of Edon80 is very similar to a T-function due to
the absence of feedback. This weak structure was exploited to break Edon80 [70].

The correlation attack, developed by Siegenthaler in 1984 [120], is one type of
divide-and-conquer attacks. It was originally developed against stream ciphers
consisting of several LFSRs. There is always correlation between an LFSR and
the keystream bits. If the LFSR length is short and the correlation is large,
an attacker can search through all the possible initial states of LFSR, and find
the correct initial state by checking the correlation between each guessed LFSR
sequence and the keystream. In general, the correlation attack can be applied to
any stream cipher in which the state consists of small and independently updated
components.

To resist the above divide and conquer attack on stream cipher, a simple and
efficient approach is to implement fast diffusion between all the state bits, i.e.,
each state bit being updated by all the other state bits frequently.

Resynchronization attack

Resynchronization attack targets the key/IV setup of stream ciphers. The se-
curity of the key/IV setup of stream cipher is critical. The key/IV setup with
only linear operations is extremely risky because there is even no confusion in
the setup. This weakness was exploited in several attacks [41, 31, 61]. Further-
more, a key/IV setup with insufficient nonlinear operations is still insecure, as
illustrated below.

The reuse of key with many different IVs allows the key/IV setup being at-
tacked similar (but not identical) to attacks on block ciphers. So we should take
into account all the block cipher attacks when we design the key/IV setup. Dif-
ferential cryptanalysis and linear cryptanalysis are two powerful attacks against
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block ciphers. In the two attacks, the correlation between plaintext and cipher-
text is exploited to recover the secret key – differential cryptanalysis exploits
the biased distribution of the difference of ciphertext pairs corresponding to a
particular plaintext difference pattern; and linear cryptanalysis exploits the bi-
ased distribution of the parity of some plaintext and ciphertext bits. These two
attacks are also useful in attacking the key/IV setup of stream cipher. We have
applied differential attacks to break the key/IV setup of WG [131], Py and Pypy
[132], and applied linear attacks to break the key/IV setup of DECIM [130].

To resist the resynchronization attack, there should be sufficient confusion and
diffusion in the key/IV setup, similar to (but more difficult than) block cipher
design.

Distinguishing attack

Randomness of the keystream is an important requirement for stream ciphers.
A bias in the keystream can be applied to distinguish keystream from a ran-
dom sequence. A large bias in keystream can be exploited to perform broadcast
attack to recover the message when the same message is protected by different
keystreams. The randomness requirement on keystream so far remains ambigu-
ous despite many years of research on stream cipher. For pure academic research,
a distinguishing attack with complexity less than brute force is acceptable. How-
ever, we believe that an attack that recovers less than one bit of information on
the message from every 264 ciphertext bits by exploiting the randomness of the
keystream has negligible effect on applications.

We have mentioned earlier that RC4 is vulnerable to the broadcast attack.
A recent stream cipher, DECIM [11], also succumbs to the broadcast attack due
to the heavily biased keystream [130]. An interesting observation is that Enigma
is extremely vulnerable to the broadcast attack. The encryption of Enigma is
heavily biased – each character is never encrypted to itself. It is thus extremely
risky to send a message to multiple receivers (say, 20) with different keys or
initialization vectors; otherwise the original message can be easily recovered from
those different ciphertexts without knowing the key. The strong bias had also
been exploited extensively in recovering the secret state of Enigma by the Allies.
To reduce the bias, each character should be encrypted repeatedly with a few
Enigma ciphers.

1.3.2 Attacks on LFSR based stream ciphers

The most significant advancements in stream cipher cryptanalysis so far are the
attacks on LFSR based stream ciphers. The linearity in LFSR provides a rich
resource for developing several amazing attacks.
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Berlekamp-Massey algorithm

The linear complexity (LC) of a sequence is the length of the shortest LFSR
which can generate that sequence. The Berlekamp-Massey algorithm [18, 87] is
an efficient algorithm for determining the linear complexity. The complexity of
the algorithm is O(n2), where n is the length of the given sequence. The com-
plexity is reduced to O(n(logn)2loglogn) by using the Blahut algorithm [29]. The
Blackburn algorithm [28] achieves the same complexity as the Blahut algorithm,
but the Blackburn algorithm is easier to implement.

For stream cipher analysis, Berlekamp-Massey algorithm is useful in measur-
ing the randomness of the keystream, and is powerful in generating the rest of
the keystream from the known keystream bits if the linear complexity of the
keystream is not large enough. Here, we can view Berlekamp-Massey algorithm
as an efficient way of solving the regularly structured linear equations; otherwise,
the complexity of the attacks is O(n2.807) by using Strassen’s algorithm [122] to
solve these linear equations.

The linear complexity of the keystream of a stream cipher with a proper non-
linear update function may be quite close to (half of) the period of the keystream.
The linear complexity of keystream of stream cipher based on regularly clocked
LFSR is related to the nonlinear order of the filtering or combining function
(Sect. 6.3 in [91]).

Fast correlation attack

For LFSR based stream ciphers, there is always a correlation between the LFSR
bits and the keystream bits. Due to the linear nature of LFSR, the fast correlation
attack can exploit the correlation at many bit positions to recover the LFSR. Let
us consider the sequence from an LFSR in a stream cipher. According to the
feedback polynomial and its multiples, each bit in this secret sequence is linearly
related to other bits in the sequence through many linear relations. We apply
these linear relations to keystream to see how many linear relations are satisfied
for each keystream bit. Note that every bit in the keystream is correlated to a bit
in the LFSR sequence. If a keystream bit satisfies most of the linear relations,
then the chance is high that the value of the keystream bit is equal to the value
of the bit in the LFSR sequence. Thus the correlation between the keystream
bits and the bits in the LFSR sequence increases, and eventually the LFSR initial
state could be recovered if the original correlation is large.

The fast correlation attack was invented by Meier and Staffelbach [89] in
1989. The attack was improved later [73, 74, 75, 93, 33, 32]. To resist the fast
correlation attacks, a filtering or combining function with very small correlation
between the input and output bits should be used in the design of LFSR based
stream ciphers.
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Algebraic attack and fast algebraic attack

For stream ciphers based on regularly clocked LFSR, the LFSR’s initial state
and keystream bits are connected through the nonlinear filtering or combining
function. If the algebraic degree of the nonlinear function is low, the number
of monomials in the nonlinear equations would be small, and the initial state of
LFSR can be recovered by solving those overdefined nonlinear equations through
the basic linearization technique by replacing each monomial with a new variable.

A filtering or combining function with high algebraic degree can resist the
above attack. However, in 2003, Courtois and Meier made an important obser-
vation that if a polynomial is multiplied to both sides of a nonlinear Boolean
equation, the algebraic degree of the resulting equation may be significantly re-
duced. Based on this observation, the algebraic attack on the LFSR based stream
ciphers was developed [40]. The concept of algebraic immunity (AI) of a boolean
function was introduced to measure the resistance against the algebraic attack.
But considering only the algebraic immunity in the design is insufficient. The fast
algebraic attack [39] was developed to improve the algebraic attack by using con-
secutive keystream bits. For some Boolean function, the fast algebraic attack can
reduce the degree further by exploiting the fact that Berlekamp-Massey algorithm
is more efficient than Strassen’s algorithm in solving the regularly structured lin-
ear equations. The fast algebraic attack was improved subsequently [1, 65].

When designing a stream cipher using regularly clocked LFSR, a designer has
to evaluate the resistance of the Boolean function against the algebraic attack
and fast algebraic attack. For a Boolean function involving too many input bits,
the complexity of such an evaluation is high. The lowest complexity achieved so
far is given in [2].

1.3.3 Unknown attacks

There is always uncertainty in the advance of cryptanalysis. It seems that if a
cipher is simply over-optimized against the known attacks, then the chance is
high that the cipher is vulnerable to some future attacks. However, for academic
research, the performance of a cipher is critical, so the reality is that many ci-
phers have to be over-optimized for striking performance, especially for hardware
performance. Anyway, it is not that bad since new attacks may be developed by
analyzing the over-optimized ciphers.

Kerckhoffs’ principle and the secrecy of ciphers

Kerckhoffs’ principle states that a cipher should be secure even if the cipher
specification, except the key, is public knowledge. Kerckhoffs’ principle is a fun-
damental guideline in cipher design.
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However, Kerckhoffs’ principle does not mean that a cipher should be made
public. Due to the uncertainty in cryptanalysis advancement, and the unequal
cryptanalysis knowledge between the cipher designers and the adversary, the
designers can at most assure that the cipher is secure to the designers at that
moment, but they cannot assure that the cipher is secure against the adversary
at that moment and in the future. Thus keeping a cipher secret is still necessary
for top secret applications.

Here is a bit more on the unequal cryptanalysis knowledge. Enigma was
broken in the early 1940s. However, the failure of Enigma was not disclosed until
the 1970s. Differential cryptanalysis became publicly known in 1990. But it was
known to NSA before DES was published in 1975. Clearly the statement that
“a cipher should be secure” according to Kerckhoffs’ principle is not that easy to
achieve in practice.

1.4 IV in Stream Cipher

The initialization vector (IV) is very important in synchronous stream ciphers.
It is disastrous if the same key is used with two identical IVs.

For a general purpose stream cipher, the IV size should be sufficiently large.
The IV may be generated randomly, or be generated from a counter (the counter
based IV is inconvenient to use in some applications), so we cannot simply assume
that IV can only be generated from a counter. The IV size should be sufficient
large to prevent the collision of IVs if IVs are generated randomly. Kohno pointed
out in 2004 that the 64-bit IV being used in the AES-CTR in the compression
software WinZip 9.0 [127] is not large enough to provide adequate security due
to the collision of the IVs [83]. However, in the Ecrypt stream cipher project,
eSTREAM [46], the minimum IV requirements are 32-bit IV for 80-bit key ci-
pher, and 64-bit IV for 128-bit key cipher. Fortunately, many cipher submissions
support 80-bit IV for 80-bit key or 128-bit IV for 128-bit key.

When a stream cipher is used in an application, the system designer should
take special care of the IV update. We pointed out in 2005 that there is a serious
security flaw in Microsoft Office XP [92] due to the poor IV management [129].
In Word and Excel 2002, RC4 is used for encryption, and MD5 is used to provide
strong key/IV setup for RC4. The cipher itself is very strong. However, after an
encrypted document gets edited, the IV does not change! It is disastrous since
an IV is used for different version of a document. An adversary can recover a lot
of information without knowing the key.

Since the security of stream cipher is very sensitive to the IV management,
we recommend the use of a block cipher in CBC mode for the applications in
which software or hardware performance is not critical, especially if the system
designer is not familiar with stream cipher.
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1.5 Achievements

eSTREAM [45] is the ECRYPT (European Network of Excellence in Cryptology)
stream cipher project running from 2004 to 2008. From 34 stream cipher sub-
missions, four software ciphers (HC-128, Rabbit, Salsa20/12 and SOSEMANUK
[13]) and four hardware ciphers (F-FCSR-H v2 [17], Grain v1, MICKEY v2 [8]
and Trivium) were chosen for the final portfolio. HC-128 is the fastest software
stream cipher; Grain v1 and Trivium are very efficient in hardware.

This thesis includes attacks on seven eSTREAM candidates (Phelix, ABC v2,
DECIM, WG, LEX, Py and Pypy) and one eSTREAM submission (HC-128 and
HC-256). The attacks on six candidates recover the secret keys with low com-
plexity, and can be easily carried out on a personal computer. HC-128 was chosen
for the eSTREAM portfolio, and HC-256 is its 256-bit companion version.

1. Differential-linear attack on stream cipher Phelix [133]

2. Fast correlation attack on stream cipher ABC v2 [132]

3. Linear attack on the IV setup of stream cipher DECIM [130]

4. Differential attack on the IV setup of stream cipher WG [131]

5. Slide attack on the IV setup of stream cipher LEX [131]

6. Differential attack on the IV setup of stream ciphers Py and Pypy [134]

7. The stream ciphers HC-256 [128] and HC-128 [135]

1.6 Outline

The first part (Chapter 1) of the thesis covers various stream ciphers design and
cryptanalysis techniques. We focus on our own views rather than the details of
those techniques.

The second part of the thesis is on the cryptanalysis of stream ciphers. Chap-
ter 2 and Chapter 3 exploit the properties of addition in the cryptanalysis of
stream ciphers: the differential-linear cryptanalysis against Phelix and the fast
correlation attack on ABC v2. Resynchronization attacks are applied against sev-
eral stream ciphers – DECIM (Chapter 4), WG (Chapter 5), LEX (Chapter 6),
Py and Pypy (Chapter 7). Various cryptanalysis approaches (linear, differential
and slide attacks) are used in these attacks.

The third part of the thesis is on the design of stream ciphers. We demonstrate
that strong and secure stream ciphers can be designed using nonlinear state
updating function and nonlinear output function. Chapter 8 is on design of
stream cipher HC-256. Chapter 9 is on the design of stream cipher HC-128.



Chapter 2

Exploiting Characteristics of Addition I

Differential-Linear Attack on Phelix

Abstract. The previous key recovery attacks against Helix obtain the key with
about 288 operations using chosen nonces (reusing nonce) and about 1000 adap-
tively chosen plaintext words (or 235.6 chosen plaintext words). The stream cipher
Phelix is the strengthened version of Helix. In this chapter we apply differential-
linear cryptanalysis to recover the key of Phelix. With 234 chosen nonces and
237 chosen plaintext words, the key of Phelix can be recovered with about 241.5

operations.

2.1 Introduction

Phelix [126] is a fast stream cipher with embedded authentication mechanism.
It is one of the focus ciphers (both software and hardware) of the ECRYPT
eSTREAM project. Phelix is the strengthened version of the stream cipher
Helix [48].

Muller has applied differential cryptanalysis to Helix [96]. It was shown that
the key of Helix can be recovered faster than by brute force if the attacker can
force the initialization vectors to be used more than once. The attack requires
about 212 adaptively chosen plaintext words and 288 operations. Paul and Preneel
reduced the number of adaptively chosen plaintext words by a factor of at least
3 [108]. Later Paul and Preneel showed that 235.6 chosen plaintext words can
be used instead of the adaptively chosen plaintext [107]. All these key recovery
attacks against Helix require about 288 computations.

To strengthen Helix, Phelix was designed and submitted to the ECRYPT

17
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eSTREAM project. The output function of Helix has been changed so that a
larger plaintext diffusion can be achieved in Phelix. The Phelix designers claimed
that Phelix is able to resist the differential key recover attack even if the nonce is
reused: “We claim, however, that even in such a case (referring to nonce reuse)
it remains infeasible to recover the key” [126].

In this chapter, we apply differential-linear cryptanalysis to Phelix assuming
nonce reuse (this corresponds to a chosen nonce attack). We show that the key
of Phelix can be recovered with a low complexity: 237 chosen plaintext words
and 241.5 operations.

This chapter is organized as follows. In Sect. 2.2, we illustrate the operations
of Phelix. Section 2.3 analyzes how the addend bits affect the differential distri-
bution. Section 2.4 describes a basic differential key recovery attack on Phelix.
The improved attack is given in Sect. 2.5. We discuss how to strengthen Phelix
in Sect. 2.6. Section 2.7 concludes this chapter.

2.2 The Stream Cipher Phelix

In this section, we only consider the encryption algorithm of Phelix. The full
description of Phelix is given in [126]. The key size and nonce size of Phelix are
256 bits and 128 bits, respectively. The designers claim that there is no attack
against Phelix with less than 2128 operations.

Phelix updates fives 32-bit words: Z0, Z1, Z2, Z3 and Z4. At the ith step,
two secret 32-bit words Xi,0, Xi,1 and one 32-bit plaintext word Pi are applied
to update the internal states. One 32-bit keystream word Si is generated and
is used to encrypt the plaintext Pi. Note that the plaintext is used to update
the internal state so that the authentication can be performed. The word Xi,0 is
related to the key, and the word Xi,1 is related to the key and nonce in a very
simple way. Recovering any Xi,0 and Xi,1 implies recovering part of the key. One
step of Phelix is given in Fig. 2.1 [126].

2.3 The Differential Propagation of Addition

In this section, we study how the addend bits affect the differential propagation.
The importance of this study is that it shows that the values of the addend bits
can be determined by observing the differential distribution of the sum.

Theorem 2.1. Denote φi as the ith least significant bit of φ. Suppose two pos-
itive m-bit integers φ and φ′ differ only at the nth least significant bit position
(φ⊕φ′ = 2n). Let β be an m-bit random integer (m is much larger than n). Let
ψ = φ+β and ψ′ = φ′+β. For βn = 0, denote the probability that ψn+i = ψ′n+i
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Figure 2.1: One block of Phelix
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as pn+i,0. For βn = 1, denote the probability that ψn+i = ψ′n+i as pn+i,1. Then
the difference ∆pn+i = pn+i,0 − pn+i,1 = 2−n−i+1 (i > 0).

Theorem 2.1 can be proved easily if we consider the bias in the carry bits. We
omit the proof here. In Theorem 2.1, the bias of the differential distribution de-
creases quickly as the value of n increases. We need another differential property
that produces difference with a large bias even for large n. Before introducing
that property, we give the following lemma.

Lemma 2.1. Denote u and v as two random and independent n-bit inte-
gers. Let cn = (u + v) >> n, where cn denotes the carry bit at the nth least
significant bit position. Denote the most significant bit of u as un−1. Then
Pr(cn ⊕ un−1 = 0) = 3

4 .

Proof. cn = (un−1 · vn−1) ⊕ ((un−1 ⊕ vn−1) · cn−1). If cn−1 = 0, then cn ⊕
un−1 = un−1 · vn−1, where vn−1 denotes the inverse of vn−1. If cn−1 = 1, then
cn ⊕ un−1 = un−1 · vn−1. Thus Pr(cn ⊕ un−1 = 0) = 3

4 .

The large bias of the differential distribution for large n is given below.

Theorem 2.2. Denote φi as the ith least significant bit of φ. Suppose two
positive m-bit integers φ and φ′ differ only at the nth least significant bit posi-
tion (φ ⊕ φ′ = 2n). Let β be an m-bit random integer (m is much larger than
n). Let ψ = φ + β and ψ′ = φ′ + β. For βn ⊕ βn−1 = 0, denote the probabil-
ity that ψn+i = ψ′n+i as p̄n+i,0. For βn ⊕ βn−1 = 1, denote the probability that
ψn+i = ψ′n+i as p̄n+i,1. Then the difference ∆p̄n+i = p̄n+i,0−p̄n+i,1 = 2−i (i > 0).

Proof. Denote the carry bit at the ith least significant bit position in ψ = φ+β
as ci, and that in ψ′ = φ′ + β as c′i. Note that c′n = cn, thus c′n ⊕ βn = cn ⊕ βn.
When c′n ⊕ βn = cn ⊕ βn = 0, we know that ψ ⊕ ψ′ = 2n with probility 1, i.e.,
ψn+i = ψ′n+i with probability 1 for i > 0. When c′n⊕βn = cn⊕βn = 1, by induc-
tion we obtain that ψn+i = ψ′n+i with probability 1− 2−i+1 for i > 0. According
to Lemma 2.1, we know that cn⊕βn−1 = 0 with probability 3

4 . If βn⊕βn−1 = 0,
then cn ⊕ βn = 0 with probability 3

4 , thus p̄n+i,0 = 3
4 × 1 + 1

4 × (1 − 2−i+1) =
1 − 1

4 × 2−i+1 . If βn ⊕ βn−1 = 1, then cn ⊕ βn = 0 with probability 1
4 ,

thus p̄n+i,1 = 1
4 × 1 + 3

4 × (1 − 2−i+1) = 1 − 3
4 × 2−i+1. Then the difference

∆p̄n+i = p̄n+i,0 − p̄n+i,1 = 2−i for i > 0.

The above two theorems provide the guidelines to recover the key of Phelix.
However, these two theorems deal with the ideal cases in which there is only one
bit difference between φ and φ′, and β is assumed to be random. In the attacks,
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Table 2.1: The probability that B
(i+1),j
3 ⊕B

′(i+1),j
3 = 0 for Pi ⊕ P ′i = 1

j p j p j p j p
0 0.9997 8 1.0000 16 0.5001 24 0.9161
1 0.9998 9 0.0000 17 0.4348 25 0.9470
2 0.9999 10 0.5000 18 0.5000 26 0.9673
3 0.9999 11 0.4375 19 0.5486 27 0.9803
4 1.0000 12 0.5000 20 0.6366 28 0.9883
5 1.0000 13 0.4492 21 0.7283 29 0.9931
6 1.0000 14 0.5000 22 0.8083 30 0.9960
7 1.0000 15 0.4273 23 0.8708 31 0.9977

we deal with the complicated situation where each bit of φ ⊕ φ′ is biased, and
β is a fixed number. The value of each bit of β will affect the distribution of
those more significant bits of (φ + β) ⊕ (φ′ + β) in a complicated way. In order
to simplify the analysis, we will use simulations to obtain these relations in the
attacks.

2.4 A Basic Key Recovery Attack on Phelix

We will first investigate the differential propagation in Phelix. Then we show
how to recover the key of Phelix by observing the differential distribution of the
keystream.

2.4.1 The bias in the differential distribution of keystream

Assume an attacker can choose an arbitrary value for the nonce, then a nonce
can be used more than once. We introduce one-bit difference into the plaintext
at the ith step, i.e., Pi 6= P ′i , and Pi ⊕ P ′i = 2n (31 ≥ n ≥ 0). Then we analyze
the difference between B

(i+1)
3 and B

′(i+1)
3 (as indicated in Fig. 1). If all the

carry bits are 0 (replacing all the additions with XORs), then the differences
only appear at the 9th, 11th, 13th, 15th and 17th least significant bits between
B

(i+1)
3 and B

′(i+1)
3 . Because of the carry bits, the differential distribution becomes

complicated. We run the simulation and use the randomly generated Y
(i)
k (4 ≥

k ≥ 0), Pi, Xi,1 in the simulation. With 230 plaintext pairs, we obtain the
distribution of B

(i+1)
3 ⊕B

′(i+1)
3 in Table 1.

From Table 2.1, we see that the distribution of B
(i+1)
3 ⊕ B

′(i+1)
3 is heavily
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biased. For example, B
(i+1),8
3 = B

′(i+1),8
3 with probability close to 1, while

B
(i+1),9
3 = B

′(i+1),9
3 with probability close to 0. Note that T

(i+1)
0 = A

(i+1)
0 ⊕

(B(i+1)
3 + Xi+1,0), according to Theorem 2.2, the distribution of T

(i+1)
0 ⊕ T

′(i+1)
0

will be affected by the value of X8
i+1,0⊕X9

i+1,0, thus the distribution of Bi+1⊕B′
i+1

will be affected by the value of X8
i,0 ⊕ X9

i,0. By observing the distribution of
Si+1 ⊕ S′i+1, it may be possible to determine the value of X8

i,0 ⊕ X9
i,0. Shifting

the one-bit difference between Pi and P ′i , we may determine other values of
Xj+1

i,0 ⊕Xj
i,0 for 30 ≥ j ≥ 0, and thus recover the key Xi,0. After recovering eight

consequtive Xi,0, the 256-bit key is immediately known.
The above analysis gives a brief idea of the attack. However, the actual

attacks are quite complicated due to the interference of many differences. It is
very tedious to derive exactly how the distribution of Si+1 ⊕ S′i+1 is affected by
the value of Xj+1

i+1,0 ⊕ Xj
i+1,0. On the other hand, it is easy to search for the

relation with simulations. In the following, we carried out the simulation to find
out the relation between the value of Xj+1

i+1,0 ⊕ Xj
i+1,0 and the distribution of

Si+1 ⊕ S′i+1.
Let two plaintexts differ only in the ith word, and Pi ⊕ P ′i = 1. We use the

randomly generated Y
(i)
k (4 ≥ k ≥ 0), Pi, Xi,1, Xi+1,0, Z

(i−3)
4 in the simulation.

Denote pn
j,0 as the probability that Sn

i+1 ⊕ S′ni+1 = 0 when Xj+1
i,0 ⊕Xj

i,0 = 0. And
denote pn

j,1 as the probability that Sn
i+1 ⊕ S′ni+1 = 0 when Xj+1

i,0 ⊕Xj
i,0 = 1. Let

∆p̃n
j = (pn

j,0 − pn
j,1) × N

σ , where N denotes the number of plaintext pairs, and

σ =
√

N
2 . Assume that the values of pn

j,0 and pn
j,1 are close to 1

2 . If ∆p̃n
j > 4, it

means that the difference between pn
j,0 and pn

j,1 is larger than 4σ, then the value
of Xj+1

i,0 ⊕Xj
i,0 can be determined correctly with high probability. For every value

of the two bits Xj+1
i,0 and Xj

i,0, we use 228 pairs to generate Si+1 ⊕ S′i+1, then
compute pn

j,0 and pn
j,1. Thus N = 229, and σ = 213.5. We list the large values of

∆p̃n
j below:

For j = 9, ∆p̃13
9 = 55.7 .

For j = 10, ∆p̃13
10 = 133.9 .

For j = 14, ∆p̃17
14 = 51.5 .

For j = 15, ∆p̃19
15 = −9.1, ∆p̃22

15 = 14.9, ∆p̃23
15 = −15.7 .

For j = 16, ∆p̃19
16 = −50.8, ∆p̃21

16 = 62.0, ∆p̃22
16 = 97.7, ∆p̃23

16 = −106.6,
∆p̃25

16 = 11.8, ∆p̃26
16 = 16.0, ∆p̃27

16 = −17.4 .
For j = 17, ∆p̃21

17 = 77.4, ∆p̃22
17 = 145.3, ∆p̃23

17 = −171.6, ∆p̃25
17 = 12.3,

∆p̃26
17 = 28.5, ∆p̃27

17 = −30.4 .
For j = 18, ∆p̃21

18 = 80.2, ∆p̃22
18 = 179.7, ∆p̃23

18 = −241.7, ∆p̃26
18 = 32.8,

∆p̃27
18 = −43.7 .

For j = 19, ∆p̃22
19 = 139.6, ∆p̃23

19 = −220.6, ∆p̃26
19 = 19.0, ∆p̃27

19 = −46.5 .
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For j = 20, ∆p̃23
20 = −156.7, ∆p̃25

20 = −5.7, ∆p̃26
20 = 18.3, ∆p̃27

20 = −30.6 .
For j = 21, ∆p̃25

21 = −6.8, ∆p̃26
21 = 9.5, ∆p̃27

20 = −28.5 .

The data given above show that the distribution of Si+1⊕S′i+1 is strongly affected
by the value of Xj+1

i+1,0 ⊕Xj
i+1,0.

2.4.2 Recovering the key

Note that in the above analysis, when we deal with a particular Xj+1
i+1,0⊕Xj

i+1,0,
the other bits of Xi+1,0 are random. In the key recovery attack, the value of
Xi+1,0 is fixed, so we need to consider the interference between the bits Xj+1

i+1,0⊕
Xj

i+1,0.
We notice that there are many large biases related to S23

i+1 ⊕ S′23i+1. However,
the values of Xj+1

i+1,0 ⊕ Xj
i+1,0 (15 ≤ j ≤ 20) all have a significant effect on the

distribution of S23
i+1 ⊕ S′23i+1. It is thus a bit complicated to determine the values

of Xj+1
i+1,0 ⊕Xj

i+1,0 (15 ≤ j ≤ 20).
In the following, we consider the bit S17

i+1⊕S′17i+1. Its distribution is dominated
by the value of X15

i+1,0⊕X14
i+1,0. For every value of the two bits X15

i+1,0 and X14
i+1,0,

we use 230 pairs to generate Si+1 ⊕ S′i+1, then compute p17
14,0 and p17

14,1. From
the simulation, we found that p17

14,0 = 0.50227 and p17
14,1 = 0.50117. We denote

the average of p17
14,0 and p17

14,1 as p̄17
14, i.e., p̄17

14 = p17
14,0+p17

14,1
2 = 0.50172. Running

a similar simulation, we found that p17
13,0 = 0.50175 and p17

13,1 = 0.50169. For
all the j 6= 13, j 6= 14, we found that p17

j,0 ≈ p̄17
14 and p17

j,1 ≈ p̄17
14. The value of

X15
i+1,0 ⊕ X14

i+1,0 is recovered as follows: from the keystreams, we compute the
fraction for which S17

i+1 ⊕ S′17i+1 = 0. If it is larger than p̄17
14, then the value of

X15
i+1,0 ⊕X14

i+1,0 is considered to be 0; otherwise the value of X15
i+1,0 ⊕X14

i+1,0 is
considered to be 1.

We now compute the number of plaintext pairs required to determine the value
of X15

i+1,0 ⊕X14
i+1,0. Suppose that N pairs of plaintexts are used. The standard

deviation is σ =
√

N × p̄17
14 × (1− p̄17

14). To determine the value of X15
i+1,0⊕X14

i+1,0

with success rate 0.99, we require that N × ((p17
14,0 − p17

14,1) − (p17
13,0 − p17

13,1)) >
4.66 × σ (The cumulative distribution function of the normal distribution gives
value 0.99 at the point 2.33σ). Thus we require that N > 222.27.

We used the Phelix C source code submitted to eSTREAM in the experi-
ments. However, there is a bug in the C source code. The output is given as
Si = Y

(i)
4 +Z

(i−3)
4 instead of Si = Y

(i)
4 +Z

(i−4)
4 which is specified in the chapter.

The Phelix C code with the bug being fixed was used in the experiments.

Experiment 2.1. The experiment is to recover the value of X15
1,0 ⊕X14

1,0. Each
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plaintext has two words P0 and P1. For each plaintext pair, the two words differ
only in the least significant bit of P0. N plaintext pairs are used for each key to
determine the value of X15

1,0 ⊕X14
1,0 as follows: if the fraction of cases for which

S17
1 ⊕ S′171 = 0 is larger than p̄17

14 = 0.50172, then the value of X15
1,0 ⊕ X14

1,0 is
considered to be 0; otherwise the value of X15

1,0 ⊕X14
1,0 is considered to be 1. A

random nonce was used for each plaintext pair. We tested 200 keys in the ex-
periment. For N = 222.3, the values of X15

1,0 ⊕ X14
1,0 of 183 keys are determined

correctly. For N = 225, the values of X15
1,0 ⊕ X14

1,0 of 192 keys are determined
correctly.

Experiment 2.1 shows that the value of X15
1,0 ⊕X14

1,0 can be determined suc-
cessfully by introducing a difference in the least significant bit of P0, but with a
higher error rate. The reason is that other bits of X1,0 affects the determination
of X15

1,0 ⊕X14
1,0 in a subtle way.

We now proceed to recover the other bits of X1,0. By rotating the one-
bit difference between P0 and P ′0, and using the same threshold value, we can
determine the value of Xj+1

1,0 ⊕Xj
1,0 for 2 ≤ j ≤ 3, 5 ≤ j ≤ 10 and 14 ≤ j ≤ 28.

Thus we are able to recover 23 bits of information on each Xi,0. For the
256-bit key of Phelix, we are able to recover 23 × 8 = 184 bits of the key with
success rate about 192

200 = 0.96 . The amount of plaintext pairs required in the
attack is about 225 × 32× 8 = 233.

We need to improve the above attack in two approaches: recovering more
key bits and improving the success rate. The direct approach is to adjust the
threshold value for each key bit position. In the following, we illustrate a more
advanced approach which recovers the values of Z

(i)
4 before recovering the key.

2.5 Improving the Attack on Phelix

In the above attack, we use a random nonce for each plaintext pair, i.e., every
nonce is used twice with the same key. When the nonce is used many times with
the same key, we can introduce the difference at Pi and recover the value of Zi−3

4

by observing the distribution of Si+1⊕S′i+1. Then we proceed to recover Xi+1,0.

2.5.1 Recovering Z
(i)
4

We introduce the difference to the least significant bit of Pi (Pi ⊕ P ′i = 1). A
simulation is carried out to determine the distribution of Y

(i+1)
4 ⊕ Y

′(i+1)
4 . We

use the randomly generated Y
(i)
k (4 ≥ k ≥ 0), Pi, Xi,1, Xi+1,0 in the simulation.

Denote ṗn as the probability that Y
(i+1),n
4 ⊕ Y

′(i+1),n
4 = 0. With 230 pairs, we

obtain the values of ṗn in Table 2.2.
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Table 2.2: The probability that Y
(i+1),j
4 ⊕ Y

′(i+1),j
4 = 0 for Pi ⊕ P ′i = 1

j ṗj − 0.5 j ṗj − 0.5 j ṗj − 0.5 j ṗj − 0.5
0 0.03326 8 0.00003 16 −0.00003 24 0.00046
1 0.12983 9 0.03517 17 0.00268 25 0.05926
2 0.20291 10 0.00002 18 −0.00001 26 0.15064
3 −0.27754 11 0.00001 19 −0.00266 27 −0.24028
4 −0.00005 12 0.00000 20 −0.00004 28 0.00001
5 0.05663 13 0.02293 21 0.02276 29 0.05770
6 −0.15327 14 −0.00001 22 0.07434 30 0.15508
7 −0.00001 15 −0.00001 23 −0.14414 31 −0.24907

From Table 2.2, we notice that Y
(i+1)
4 ⊕Y

′(i+1)
4 is heavily biased. For example,

Y
(i+1),2
4 = Y

′(i+1),2
4 with probability about 0.70291, while Y

(i+1),3
4 = Y

′(i+1),3
4

with probability about 0.22246. Note that Si+1 = Y
(i+1)
4 ⊕ Z

(i−3)
4 , according to

Theorem 2.2, the distribution of Si+1⊕S′i+1 is affected by the value of Z
(i−3),3
4 ⊕

Z
(i−3),2
4 . Next we carry out simulations to characterize this relation.

We use the randomly generated Y
(i)
k (4 ≥ k ≥ 0), Pi, Xi,1, Xi+1,0, Z

(i−3)
4

in the simulation. The one-bit difference is introduced to Pi, i.e., Pi ⊕ P ′i = 2j .
Denote p̈n

j,0 as the probability that Sn
i+1⊕S′ni+1 = 0 when Z

(i−3),j+1
4 ⊕Z

(i−3),j
4 = 0.

And denote p̈n
j,1 as the probability that Sn

i+1 ⊕ S′ni+1 = 0 when Z
(i−3),j+1
4 ⊕

Z
(i−3),j
4 = 1. For each value of Z

(i−3),3
4 and Z

(i−3),2
4 , we use 228 plaintext pairs.

We find that p̈5
2,0 = 0.5461 and p̈5

2,1 = 0.5193. The large difference between

p̈5
2,0 and p̈5

2,1 shows that the value of Z
(i−3),3
4 ⊕ Z

(i−3),2
4 can be determined with

success rate 0.999 with about 213.9 plaintext pairs (The cumulative distribution
function of the normal distribution gives value 0.999 at the point 3.1σ).

The above approach is able to recover Z
(0)
4 , but the success rate is not that

high according to our experiment. In the following, we use a new approach to
determine Z

(0)
4 . To reduce the interference between the bits of Z

(i−3)
4 , we recover

the least significant bit of Z
(i−3)
4 first, then proceed to recover the more significant

bits bit-by-bit.
We start with determining the value of Z

(i−3),0
4 . Let Pi ⊕ P ′i = 1. Run-

ning the simulation with 228 plaintext pairs, we found that p̈2
−1,0 = 0.70296, and

p̈2
−1,1 = 0.65422 (let Z

(i−3),−1
4 = 0). To determine value of Z

(i−3),0
4 with success

rate 0.999, we need about 212.0 plaintext pairs.
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Experiment 2.2. This experiment is to determine the value of Z
(0),0
4 . Each

plaintext has five random words Pi (0 ≤ i ≤ 4). For each plaintext pair, the
difference is only in the least significant bit of P3. N plaintext pairs are used for
each key/nonce pair to determine the value of Z(0),0 as follows: if the rate that

S2
4 ⊕ S′24 = 0 is larger than p̈2

−1,0+p̈2
−1,1

2 = 0.70296+0.65422
2 = 0.6786, then the value

of Z
(0),0
4 is considered to be 0; otherwise the value of Z

(0),0
4 is considered to be 1.

We tested 1000 key/nonce pairs in the experiment. For N = 212, the values of
Z

(0),0
4 of 998 key/nonce pairs are determined correctly. For N = 213, the values

of Z
(0),0
4 of all the key/nonce pairs are determined correctly.

After recovering the value of Z
(i−3),0
4 , we proceed to recover the values of

the other bits of Z
(i−3)
4 . Let Z

(i−3),(n−1···0)
4 denote the n least significant bits of

Z(i−3), i.e., Z
(i−3),(n−1···0)
4 = Z(i−3) mod 2n. Let the difference be introduced to

the kth least significant bit of Pi, i.e., Pi ⊕ P ′i = 2k. Denote p̀k,j,0

Z
(i−3),(n−1···0)
4

as

the probability that the value of the jth bit of (Si+1 −Z
(i−3),(n−1···0)
4 )⊕ (S′i+1 −

Z
(i−3),(n−1···0)
4 ) is 0 when Z

(i−3),n
4 = 0. Denote p̀k,j,1

Z
(i−3),(n−1···0)
4

as the probability

that the value of the jth bit of (Si+1−Z
(i−3),(n−1···0)
4 )⊕(S′i+1−Z

(i−3),(n−1···0)
4 ) is

0 when Z
(i−3),n
4 = 1. If the value of Z

(i−3),(n−1···0)
4 is determined correctly, then

p̀k,j,0

Z
(i−3),(n−1···0)
4

= p̀k,j,0
0 , and p̀k,j,1

Z
(i−3),(n−1···0)
4

= p̀k,j,1
0 . This property is important

for recovering Z
(i−3)
4 .

Let Pi⊕P ′i = 2. We use 228 plaintext pairs in the simulation. We found that
p̀1,3,0
0 = 0.66469 and p̀1,3,1

0 = 0.60220. It shows that when Z
(i−3),0
4 = 0, if the

rate that S3
i+1⊕S′3i+1 = 0 is larger than 0.66469+0.60220

2 = 0.63345, then the value
of Z

(i−3),1
4 is determined to be 0; otherwise the value of Z

(i−3),1
4 is determined

to be 1. We need about 211.3 plaintext pairs to determine the value of Z
(i−3),1
4

correctly with success rate 0.999. Using the Phelix code in the experiment, we
tested 1000 random key/nonce pairs satisfying Z

(0),0
4 = 0, and 212 plaintext pairs

are used for each key/nonce pair with the difference P3⊕P ′3 = 2. We found that
all the 1000 values of Z

(0),1
4 are determined correctly. If Z

(i−3),0
4 = 1, we observe

the third least significant bit of (Si+1 − 1) ⊕ (S′i+1 − 1), and we can determine
the value of Z

(0),1
4 = 0 with success rate 0.999 with about 211.3 plaintext pairs.

Let Pi ⊕P ′i = 22, we are able to determine the value of Z
(i−3),2
4 by observing

the fourth least significant bit of (Si+1−Z
(i−3),(1···0)
4 )⊕ (S′i+1−Z

(i−3),(1···0)
4 ). In

general, let Pi ⊕ P ′i = 2j , then we are able to determine the value of Z
(i−3),j
4 by

observing the (j + 2)th least significant bit of (Si+1 − Z
(i−3),(j−1···0)
4 )⊕ (S′i+1 −
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Z
(i−3),(j−1···0)
4 ) with about 212 plaintext pairs. Thus we are able to recover Z

(i−3)
4

(except the values of Z
(i−3),30
4 and Z

(i−3),31
4 ) with success rate very close to 1.

The number of plaintext pairs required in the above attack is about 212×30 ≈ 217.

2.5.2 Recovering Xi+1,0

After recovering Z
(i−3)
4 (except Z

(i−3),31
4 and Z

(i−3),30
4 ), we know the value of

(Si+1 − Z
(i−3),(29···0)
4 ) ⊕ (S′i+1 − Z

(i−3),(29···0)
4 ). Thus we know the value of

Y (i+1),j ⊕ Y ′(i+1),j (0 ≤ j ≤ 30). Then we are able to recover Xi+1,0 more
efficiently.

Let two plaintexts differ only in the ith word. And let Pi⊕P ′i = 1. We use the
randomly generated Y

(i)
k (4 ≥ k ≥ 0), Pi, Xi,1, Xi+1,0, Z

(i−3)
4 in the simulation.

For every value of the two bits Xj+1
i,0 and Xj

i,0, we use 228 plaintext pairs to gen-

erate Y
(i+1)
4 ⊕ Y

′(i+1)
4 , then compute pn

j,0 and pn
j,1 (suppose that Si+1 = Y

(i+1)
4

since Z
(i−3)
4 is known). Thus N = 229, and σ = 213.5. We list the following two

large biases ∆p̃n
j :

For j = 9, ∆p̃13
9 = 144.1

For j = 10, ∆p̃13
10 = 362.12

We use ∆p̃13
9 and ∆p̃13

10 in the attack. Note that the values of X10
i+1,0 ⊕ X9

i+1,0

and X11
i+1,0⊕X10

i+1,0 both affect the distribution of Y
(i+1),13
4 ⊕Y

′(i+1),13
4 . We car-

ried out a simulation to determine how the value of X9
i+1,0 affects the value

of Y
(i+1),13
4 . With 230 chosen plaintext pairs, if X9

i+1,0 = 0, then p13
0,00 =

0.53033, p13
0,11 = 0.52334, p13

0,01 = 0.51946, p13
0,10 = 0.51864; if X9

i+1,0 = 1, then
p13
0,00 = 0.52334, p13

0,11 = 0.53030, p13
0,01 = 0.51861, p13

0,10 = 0.51948. We thus let
p13
0,0 = 0.52334, and p13

0,1 = 0.51946+0.51948
2 = 0.51947. About 219.3 plaintext pairs

are required to determine the value of X11
i+1,0 ⊕X10

i+1,0 with success rate 0.999.

Experiment 2.3. Suppose that the value of Z
(0)
4 is known. This experiment

is to determine the value of X11
4,0 ⊕X10

4,0. Each plaintext has five random words
Pi (0 ≤ i ≤ 4). For each plaintext pair, those five words differ only in the least
significant bit of P3. N plaintext pairs are used for each key/nonce pair to de-
termine the value of X11

4,0 ⊕ X10
4,0 as follows: if the rate that Y 13

4 ⊕ Y ′13
4 = 0 is

larger than 0.52334+0.51947
2 = 0.52140, then the value of X11

4,0 ⊕X10
4,0 is considered

to be 0; otherwise the value of X11
4,0⊕X10

4,0 is considered to be 1. We tested 1000
key/nonce pairs in the experiment. For N = 219.3, 948 values of 1000 X11

4,0⊕X10
4,0

are determined correctly. We change the threshold value 0.52140 to 0.52035, then
970 values of 1000 X11

4,0 ⊕X10
4,0 are determined correctly for N = 220, 976 values
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are determined correctly for N = 221, 990 values are determined correctly for
N = 222.

Experiment 2.3 shows that the value of X11
4,0 ⊕X10

4,0 can be determined suc-
cessfully by introducing a difference to the least significant bit of P3. With 222

chosen pairs, we are able to determine the value of X11
4,0 ⊕X10

4,0 with success rate
about 0.99.

Then we shift the one-bit difference to recover the values of Xj+1
1,0 ⊕Xj

1,0 for
2 ≤ j ≤ 28. The threshold value needs to be modified for different values of
j. The number of plaintext pairs and the threshold value required to recover
the value of each Xj+1

i+1,0 ⊕ Xj
i+1,0 (2 ≤ j ≤ 28) are given in Table 2.3. Each

value n in the second column indicates that the difference is introduced in the
nth least significant bit of Pi. Each value n in the third column shows that the
nth least significant bit of Y

(i+1)
4 is used in the attack. Note that according to

Experiment 2.3, the threshold values should be slightly adjusted to achieve a high
success rate.

The reason that the values of Xj+1
4,0 ⊕ Xj

4,0 cannot be recovered for j ≥ 29
is that the value of Xj+1

1,0 ⊕ Xj
1,0 cannot affect the distribution of Sj+3

1 ⊕ S′j+3
1

since S1⊕S′1 is a 32-bit word. The reason that the number of plaintexts required
for j = 9 is relatively small is that the difference for j = 13 is introduced to the
most significant bit of the word P3, thus it causes less difference propagation,
and results in a larger bias in the keystream.

Note that the most significant bit of Y
(i+1)
4 ⊕Y

′(i+1)
4 is not known since Zi−1,31

4

and Zi−1,30
4 are not recovered. Thus to determine the value of X29

1,0 ⊕ X28
1,0, we

need to consider the most significant bit of (Si+1 − Z
(i−3),(29···0)
4 ) ⊕ (S′i+1 −

Z
(i−3),(29···0)
4 ). The threshold value needs to be changed to 0.51128; and the

number of plaintext pairs required is 222.1.
After recovering the values of Xj+1

1,0 ⊕ Xj
1,0 for 2 ≤ j ≤ 28, we proceed to

determine the value of X0
i+1,0, X1

i+1,0 and X2
i+1,0.

We start with recovering X0
i+1,0. Let Pi ⊕ P ′i = 221. Running the simulation

with 228 plaintext pairs, we found that p2
21,0 = 0.51596, p2

21,1 = 0.50355. Thus
215.93 plaintext pairs are needed to determine the value of X0

i+1,0 with success
rate 0.999. Using the Phelix code in the experiment, we introduce the difference
P3 ⊕ P ′3 = 221, and set the threshold value as 0.51596+0.50355

2 = 0.50975. We
tested 1000 key/nonce pairs in the experiment. With 216 plaintext pairs, all the
values of the 1000 X0

4,0 are determined correctly.
After determining the value of X0

i+1,0, we determine the value of X1
i+1,0 as

follows. The simulation shows that the value of X1
i+1,0 can be determined only

when X0
i+1,0 = 0. For X0

i+1,0 = 0, we set the difference as Pi ⊕ P ′i = 222. With
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Table 2.3: The number of plaintext pairs for recovering Xj+1
i+1,0 ⊕Xj

i+1,0

j Difference
position

in Pi

Bit
position
in Y

(i+1)
4

Threshold
value

Plaintext
Pairs

2 24 5 0.51101 224.4

3 25 6 0.51110 223.1

4 26 7 0.51120 222.5

5 27 8 0.51125 222.3

6 28 9 0.51091 222.4

7 29 10 0.51116 223.6

8 30 11 0.51562 220.7

9 31 12 0.54353 218.4

10 0 13 0.52141 219.3

11 1 14 0.52099 219.3

12 2 15 0.51850 219.5

13 3 16 0.50998 221.3

14 4 17 0.51107 221.9

15 5 18 0.51128 222.2

16 6 19 0.51129 222.2

17 7 20 0.51131 222.2

18 8 21 0.51128 222.1

19 9 22 0.51117 221.7

20 10 23 0.51149 222.2

21 11 24 0.51172 222.0

22 12 25 0.51187 222.0

23 13 26 0.51191 222.0

24 14 27 0.51185 222.1

25 15 28 0.51129 222.2

26 16 29 0.51129 222.1

27 17 30 0.51131 222.2

28 18 31 0.51130 222.1
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228 chosen plaintext pairs, we found that if X1
i+1,0 = 0, then Y

(i+1),3
4 = 0 with

rate 0.51528; otherwise Y
(i+1),3
4 = 0 with rate 0.50459. With 216.4 plaintext

pairs, the value of X1
i+1,0 can be determined with success rate 0.999. Using the

Phelix code in the experiment, we introduce the difference P3 ⊕ P ′3 = 222, and
set the threshold value as 0.51528+0.50459

2 = 0.50994. We tested 1000 key/nonce
pairs with X0

4,0 = 0 in the experiment. With 216.4 plaintext pairs, all the values
of the 1000 X1

4,0 are determined correctly. It shows that the value of X1
i+1,0 can

be determined successfully if X0
4,0 = 0.

We continue to recover the value of X2
i+1,0. We introduce difference to the

15th least significant bit of Pi, and oberve the distribution of Y
(i−3),4
4 . We carry

out a simulation with 231 plaintext pairs with P3 ⊕ P ′3 = 215. 231 plaintext
pairs are used for each value of X1

i+1,0X
0
i+1,0. When X0

i+1,0 = 0, if X1
i+1,0 = 0,

the rates that Y
(i−3),4
4 = 0 for X2

i+1,0 = 0 and X2
i+1,0 = 1 are 0.53106 and

0.52613, respectively; if X1
i+1,0 = 1, the rates that Y

(i−3),4
4 = 0 for X2

i+1,0 = 0
and X2

i+1,0 = 1 are 0.52318 and 0.52315, respectively. It shows that the value
X2

i+1,0 can only be determined if the values of X1
i+1,0 and X1

i+1,0 are both zero,
and 218.6 plaintext pairs are required to achieve the success rate 0.999.

In the above attacks, we recovered 28.75 bits of Xi+1,0: Xj+1
i+1,0 ⊕Xj

i+1,0 for
2 ≤ j ≤ 28, X0

i+1,0, X1
i+1,0 (only if X0

i+1,0 = 0), and X1
i+1,0 (only if X0

i+1,0 = 0
and X1

i+1,0 = 0). 27 bits of Xj+1
i+1,0 ⊕ Xj

i+1,0 (2 ≤ j ≤ 28) can be determined
according to Table 3. From Experiment 2.3, we know that if we adjust slightly
the threshold value, and use about 22.7 times the number of plaintext pairs than
that given in Table 3, the success rate is about 0.99. The number of plaintext
pairs required to determine these 27 bits is thus about 27× 222.2 × 22.7 = 229.7.
The number of plaintext pairs to determine X0

i+1,0, X1
i+1,0 and X2

i+1,0 is small
compared to 229.7. The attack to recover 28.75 bits of Xi+1,0 requires thus about
232.7 chosen plaintext pairs.

After recovering eight consecutive Xi+1,0, we recovered 28.75 × 8 = 230 key
bits. To recover the 256-bit key, the number of operations required is about
2256−230+( 27×8

0.01×27×8) = 241.5.

The number of chosen plaintext pairs required in the attack is about 229.7×8 =
232.7. The length of each plaintext ranges from 5 to 13 words. Thus the total
amount of chosen plaintext required is about 2× 232.7× 5+13

2 ≈ 237 words. (The
number of plaintext pairs needed to recover 8 consecutive Z

(i)
4 value is about

217 × 8 = 225. It is small compared to 232.7).



2.6. HOW TO STRENGTHEN HELIX AND PHELIX 31

2.6 How to strengthen Helix and Phelix

In Helix and Phelix, the plaintext is used to affect the internal state of the cipher.
In order to achieve a high encryption speed, each plaintext word affects the
keystream without passing through sufficient confusion and diffusion layers. This
is the intrinsic weakness in the structure of Helix and Phelix. In the following,
we provide a method to reduce the effect of such weakness.

The security of the encryption of Helix and Phelix can be improved signif-
icantly if a secure one-way function is used to generate the initial state of the
cipher from the key and nonce. Then even if the internal state of one particular
nonce is recovered, the impact on the security of the encryption is very limited
since the key of the cipher is not affected. We believe that such an approach can
be applied to improve the security of all the ciphers that use the plaintext to
affect the internal state.

However, we must point out that such an approach does not improve signif-
icantly the security of the MAC in Helix and Phelix. Once an internal state is
recovered, the attacker can forge many messages related to that particular nonce.

2.7 Conclusion

Phelix is vulnerable to a key recovery attack when chosen nonces and chosen
plaintexts are used. The computational complexity of the attack is much less
than that of the attack against Helix. Our attack shows that Phelix fails to
strengthen Helix in this respect.

We believe that one necessary requirement for a secure general-purpose stream
cipher is that the key of the cipher should not be recoverable even if the attacker
can control the generation of the nonce. We thus consider Phelix as insecure.
Note that Muller has pointed out the impact of the key recovery attack on the
security of Helix in detail [96]. The same comments apply to Phelix.
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Chapter 3

Exploiting Characteristics of Addition II

Fast Correlation Attack on the Stream

Cipher ABC v2

Abstract. ABC v2 is a software-efficient stream cipher with a 128-bit key. In
this chapter, we apply a fast correlation attack to break ABC v2 with weak keys.
There are about 296 weak keys in ABC v2. The complexity to identify a weak key
and to recover the internal state of a weak key is low: identifying one weak key
from about 232 random keys requires 6460 keystream bytes and 213.5 operations
for each random key. Recovering the internal state of a weak key requires about
219.5 keystream bytes and 232.8 operations. A similar attack can be applied to
break ABC v1 with much lower complexity than the previous attack on ABC v1.

3.1 Introduction

ABC [4] is a stream cipher submitted to the ECRYPT eStream project. It is one
of the fastest submissions with encryption speed about 3.5 cycles/byte on the
Intel Pentium 4 microprocessor.

ABC v1 was broken by Berbain and Gilbert [14] (later by Khazaei [81]). Their
divide-and-conquer attack on ABC exploits the short length (63 bits) of the LFSR
in the component A and the non-randomness in the component C: all the possible
initial values of the LFSR get tested, and the correct value results in the biased
binary stream that matches the non-random output from the component C. The
component C is a key-dependent 32-bit-to-32-bit S-box. Vaudenay [124], Murphy

33
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and Robshaw [97] have stated that the key-dependent S-boxes may be weak.
Berbain and Gilbert’s attack on ABC v1 deals with the weak keys that are related
to the non-bijective S-box. This type of weak key exists with probability close
to 1. Recovering the internal state of a weak key requires about 295 operations
and 234 keystream bytes.

In order to resist these attacks, the ABC designers introduced ABC v2 with
the improved components A and B. In ABC v2 [5], the length of the LFSR is
127 bits instead of the 63 bits in ABC v1. The increased LFSR length makes it
impossible to test all the states of the LFSR, thus the attack on ABC v1 can no
longer be applied to ABC v2. However ABC v2 is still insecure due to the low
weight of the LFSR and the non-randomness in the component C (the component
C in ABC v1 is the same as in ABC v2).

In this chapter, we find a new type of weak key that exists with probabil-
ity 2−32. This new type of weak key results in a heavily biased output of the
component C. Due to the low weight of the LFSR and the strong correlation re-
sulting from the component C, a fast correlation attack can be applied to recover
the LFSR. After recovering the LFSR, the internal state of the cipher can be
recovered easily. The identification of a weak key from 232 random keys requires
6460 keystream bytes from each key, and 213.5 instructions for each keystream.
Recovering the internal state of a weak key requires about 227.5 keystream bytes
and 235.7 instructions. Both the ABC v1 and ABC v2 are vulnerable to this
attack.

This chapter is organized as follows. In Sect. 3.2, we illustrate the ABC v2.
In Sect. 3.3, we define the weak keys and show how to identify them. Section 3.4
recovers the internal state of a weak key. Section 3.5 concludes this chapter.

3.2 The Stream Cipher ABC v2

The stream cipher ABC v2 consists of three components – A, B and C, as shown
in Fig. 3.1 [5]. The component A is a regularly clocked LFSR, the component B
is a finite state machine (FSM), and the component C is a key-dependent S-box.
ABC v1 has the same structure as ABC v2 except that the LFSR in ABC v1
is 63-bit, and the FSM in ABC v1 has less elements than that in ABC v2. The
component C in ABC v1 is the same as that in ABC v2.

The component A is based on a linear feedback shift register with primi-
tive polynomial g(x) = x127 + x63 + 1. Denote the register in component A as
(z3, z2, z1, z0), where each zi is a 32-bit number. Note that this 128-bit register
itself is not a linear feedback shift register. Its initial value depends on the key
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Figure 3.1: Keystream generation of ABC v2

and IV. At each step of ABC v2, 32 bits of this 128-bit register get updated as

ζ = (z2 ⊕ (z1 << 31)⊕ (z0 >> 1)) mod 232

z0 = z1, z1 = z2, z2 = z3, z3 = ζ ,

where << and >> indicates left shift and right shift, respectively.
The component B is specified as B(x) = ((x⊕ d0) + d1)⊕ d2 mod 232, where

x is the 32-bit input, d0, d1 and d2 are key and IV dependent 32-bit numbers,
d0 ≡ 0 mod 4, d1 ≡ 1 mod 4, d2 ≡ 0 mod 4. The x is updated as x = B(x) + z3.

The component C is specified as C(x) = S(x) >>> 16, where >>> indicates
rotation, x is the 32-bit input, S(x) = e +

∑31
i=0(ei × x[i]), where x[i] denotes

the ith least significant bit of x, and e and ei are key dependent 32-bit random
numbers, except that e31 ≡ 216 mod 217. Note that e and ei are not related to
the initialization vector.
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Each 32-bit keystream word is given as y = C(x) + z0.
The details of the initialization of ABC v2 are not described here. We are

only interested in the generation of the key-dependent S-box in the component
C. The above specifications of the component C are sufficient for the illustration
of the attacks presented in this chapter.

3.3 The Weak Keys of ABC v2

In Sect. 3.3.1, we introduce some observation related to the bias of carry bits.
Section 3.3.2 defines the ABC v2 weak keys and gives an attack to identify them.

3.3.1 The large bias of carry bits

Carry bits are always biased even if the two addends are random. The probabil-
ity that the value of the carry bit at the n-th least significant bit position is 0
is 1

2 + 1
2n+1 (n ≥ 1). However, this bias is very small for large n. In the follow-

ing, we look for the large bias of carry bits when the addends are not random.
Lemma 2.1 implies the following bias:

Theorem 3.1. Denote ai, bi (1 ≤ i ≤ 3) as n-bit integers. Denote ci (1 ≤ i ≤ 3)
as binary values satisfying ci = (ai+bi) >> n. Let a1, a2, b1, b2 and b3 be random
and independent, but a3 = a1 ⊕ a2. Then c1 ⊕ c2 ⊕ c3 is biased. For n = 16,
Pr(c1 ⊕ c2 ⊕ c3 = 0) ≈ 0.5714.

If we apply Lemma 2.1 directly, we obtain that Pr(c1 ⊕ c2 ⊕ c3 = 0) = 1
2 + 1

16 =
0.5625. (The un−1’s in Lemma 2.1 are eliminated since they are linearly related
in Theorem 3.1.) The small difference between these two biases (0.5714 and
0.5625) is because that a3 is not an independent random number.

We illustrate the validity of Theorem 3.1 with numerical analysis. For small
n, we try all the values of a1, a2, b1, b2 and b3 and the results are given in Ta-
ble 3.1. From Table 3.1, we see that the bias ε converges to 0.0714 as the value of
n increases. For n = 16, we performed 232 tests, and the bias is about 0.071424.
For n = 32, the bias is about 0.071434 with 232 tests. The experimental results
show that Theorem 3.1 is valid. Recently, the complete proof of Theorem 3.1
is given in [137]. It was shown that Pr(c1 ⊕ c2 ⊕ c3 = 0) = 4

7 + 3
7 × 1

8n , which
confirms the correctness of Theorem 3.1.

Remarks. In Theorem 3.1, if a1, a2, a3, b1, b2 and b3 are all random and
independent, then Pr(c1 ⊕ c2 ⊕ c3 = 0) = 1

2 + 2−3n−1, which is very small for
n = 16. This small bias cannot be exploited to break ABC v2.
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Table 3.1: The probability of c1 ⊕ c2 ⊕ c3 = 0 (denote the probability as 1
2 + ε)

n ε n ε
1 0.125 5 0.071441650390625
2 0.078125 6 0.071430206298828125
3 0.072265625 7 0.071428775787353515625
4 0.071533203125 8 0.071428596973419189453125

3.3.2 Identifying the weak keys

We start the attack with analyzing the linear feedback shift register used in
ABC v2. The register (z3, z2, z1, z0) is updated according to the primitive poly-
nomial g(x) = x127 + x63 + 1. Note that each time the 127-bit LFSR advances
32 steps. To find a linear relation of the 32-bit words, we take the 25th power of
g(x), and obtain

g25
(x) = x127×32 + x63×32 + 1 . (3.1)

Denote the z0 at the i-th step as zi
0, and denote the jth significant bit of zi

0 as
zi
0,j . Since each time 32 bits get updated, the distance between zi

0,j and zi+k
0,j is

|32 · (k − i)|. According to (3.1), we obtain the following linear recurrence

zi
0 ⊕ zi+63

0 ⊕ zi+127
0 = 0 . (3.2)

The weak keys of ABC v2 are related to the S(x) in the component C. S(x)
is defined as S(x) = e +

∑31
i=0(ei × x[i]), where e and ei are key dependent 32-

bit random numbers, except that e31 ≡ 216 mod 217. If the least significant
bits of e and ei (0 ≤ i < 32) are all 0, then the least significant bit of
S(x) is always 0, and we consider the key as weak key. Note that the
least significant bit of e31 is always 0. Thus a randomly chosen key is weak with
probability 2−32.

In the following, we describe how to identify the weak keys. Denote the 32-bit
keystream word at the ith step as yi, the jth significant bit of yi as yi,j . And
denote xi as the input to function S at the i-th step. Then yi = (S(xi) >>>
16) + zi

0. Let ci,j denote the carry bit at the j-th least significant bit position of
(S(xi) >>> 16) + zi

0, i.e., ci,j = (((S(xi) >>> 16) mod 2j) + (zi
0 mod 2j)) >> j.

Assume that ((S(xi) >>> 16) mod 216 is random. According to Theorem 3.1 and
(3.2), we obtain

Pr(ci,16 ⊕ ci+63,16 ⊕ ci+127,16 = 0) =
1
2

+ 0.0714 . (3.3)
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Due to the rotation of S(xi), we know that

yi,16 = S(xi)0 ⊕ zi
0,16 ⊕ ci,16 , (3.4)

where S(xi)0 denotes the least significant bit of S(xi). Note that S(xi)0 is always
0 for a weak key. From (3.2) and (3.4), we obtain

yi,16 ⊕ yi+63,16 ⊕ yi+127,16 = ci,16 ⊕ ci+63,16 ⊕ ci+127,16 . (3.5)

From (3.3) and (3.5), yi,16 is biased as

Pr(yi,16 ⊕ yi+63,16 ⊕ yi+127,16 = 0) =
1
2

+ 0.0714 . (3.6)

We use (3.6) to identify the weak keys. Approximate the binomial distribution
with the normal distribution. Denote the total number of samples as N , the
mean as µ, and the standard deviation as σ. For the binomial distribution,
p = 1

2 , µ = Np and σ =
√

Np(1− p). For (3.6), p′ = 1
2 + 0.0714, µ′ = Np′ and

σ′ =
√

Np′(1− p′). For the normal distribution, the cumulative distribution
function gives value 1 − 2−39.5 at 7σ, and value 0.023 at −2σ. If the following
relation holds

u′ − u ≥ 7σ + 2σ′ , (3.7)

then in average, each strong key is wrongly identified as weak key (false positive)
with probability 2−39.5, and each weak key is not identified as weak key (false
negative) with probability 0.023. It means that the weak keys can be successfully
identified since one weak key exists among 232 keys. Solving (3.7), the number
of samples required is N = 3954. For each sample, we only need to perform two
XORs and one addition. With 3594+127 = 4081 outputs from each key, we can
successfully identify the weak keys of ABC v2.

The number of outputs can be reduced if we consider the 2ith power of g(x)
for i = 5, 6, 7, 8. With 1615 outputs, we can obtain 3956 samples. Thus the
keystream required in the identification of the weak keys can be reduced to 1615
outputs.

The identification of a weak key implies directly a distinguishing attack on
ABC v2. If there are 232 keystreams generated from 232 random keys, and each
key produces 1615 outputs, then the keystream can be distinguished from ran-
dom with high probability. In order to find one weak key, the total number of
keystream required is 232 × 1615× 4 = 244.7 bytes, and the amount of computa-
tion required is 232 × 3956× 2 ≈ 245 XORs and 244 additions.

Experiment 3.1. We use the original ABC v2 source code provided by the
ABC v2 designers in the experiment. After testing 234 random keys, we obtain
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five weak keys, and one of them is (fe 39 b5 c7 e6 69 5b 44 00 00 00 00 00 00
00 00). From this weak key we generate 230 outputs, and the bias defined in
(3.6) is 0.5714573. The experimental results confirm that the probability that a
randomly chosen key is weak is about 2−32, and the bias of a weak key keystream
is large.

3.4 Recovering the Internal State

Once a weak key is identified, we proceed to recover the internal state resulting
from the weak key. In Sect. 4.1, we apply the fast correlation attack to recover
the LFSR. The components B and C are recovered in Sect. 4.2. The complexity
of the attack is given in Sect. 3.4.3. Section 3.4.4 applies the attack to ABC v1.

3.4.1 Recovering the initial value of the LFSR

The initial value of the LFSR is recovered by exploiting the strong correlation
between the LFSR and the keystream. From Lemma 3.1, we get

Pr(zi
0,15 ⊕ ci,16 = 0) =

3
4

. (3.8)

From (3.8) and (3.4), we obtain the following correlation:

Pr(zi
0,16 ⊕ zi

0,15 ⊕ yi,16 = 0) =
3
4

. (3.9)

The strong correlation in (3.9) indicates that the cipher is very weak.
The fast correlation attack Algorithm A of Meier and Staffelbach [89] can be

applied to recover the LFSR. There are some advanced fast correlation attacks
[93, 33, 75], but the original attack given by Meier and Staffelbach is sufficient
here since we are dealing with a strong correlation and a two-tap LFSR.

We now apply the fast correlation attack Algorithm A [89] to recover the
LFSR. Let p = 3

4 , ui = zi
0,16 ⊕ zi

0,15, and wi = yi,16. By squaring the polynomial
(3.1) iteratively, we obtain a number of linear relations for every ui:

ui ⊕ ui+63·2j ⊕ ui+127·2j = 0 (j ≥ 0). (3.10)

From (3.9) and (3.10), we obtain

s = Pr(wi ⊕ wi+63·2j ⊕ wi+127·2j = 0 | ui = wi) = p2 + (1− p)2 , (3.11)

where each value of j indicates one relation for wi (also for wi+63·2j and wi+127·2j ).
In average there are m relations for wi as

m = m(N, k, t) = (t + 1) · log2(
N

2k
) , (3.12)
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where N is the number of outputs, k = 127 (the length of the LFSR), t = 2
(taps) for ABC v2. The probability that wi satisfies at least h of the m relations
equals

Q(h) =
m∑

i=h

(
m

i

)
· (p · si · (1− s)m−i + (1− p) · (1− s)i · sm−i) . (3.13)

If ui = wi, then the probability that wi satisfies h of these m relations is equal
to

R(h) =
m∑

i=h

(
m

i

)
· p · sh · (1− s)m−h . (3.14)

According to [89], N · Q(h) is the number of ui’s being predicted in the attack,
and N ·R(h) is the number of ui’s being correctly predicted.

For N = 4500, there are in average about 12 relations for each wi. For
h = 11, 98.50 bits can be predicted with 98.32 bits being predicted correctly. For
h = 10, 384.99 bits can be predicted with 383.21 bits being predicted correctly.
To predict 127 bits, we can predict 98.50 bits for h = 11, then predict 127-98.50
= 28.50 bits using the wi’s satisfying only 10 relations. Then in average there
are 98.32 + 28.50× 383.21−98.31

384.99−98.50 = 126.66 bits being predicted correctly. It shows
that 127 ui’s can be determined with about 0.34 wrong bits. Then the LFSR can
be recovered by solving 127 linear equations.

We carry out an experiment to verify the above analysis. In order to reduce
the programming complexity, we consider only the wi’s with 12 relations, thus
we use 8000 outputs in the experiment. Using more outputs to recover the LFSR
has no effect on the overall attack since recovering the component B requires
about 217.5 outputs, as shown in Sect. 4.2.

Experiment 3.2. From the weak key (fe 39 b5 c7 e6 69 5b 44 00 00 00 00
00 00 00 00), we generate 8000 outputs, but consider only those 8000 − 2 · 2 12

3 ·
127 = 3936 wi’s with 12 relations. We repeat the experiments 256 times with
different IVs. For h = 11, 104.66 bits can be predicted with 104.35 bits being
predicted correctly. For the wi’s satisfying only 10 relations, 278.37 bits can
be predicted with 276.08 bits being predicted correctly. To predict 127 bits,
127−104.66 = 22.34 wi’s satisfying only 10 relations should be used. Among the
127 predicted bits, 104.35 + 22.34× 276.08

278.37 = 126.51 bits are correct.

3.4.2 Recovering the components B and C

After recovering the LFSR, we proceed to recover the component B. In the pre-
vious attack on ABC v1 [14], about 277 operations are required to recover the
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components B and C. That complexity is too high. We give here a very simple
method to recover the components B and C with about 233.3 operations.

In ABC v2, there are four secret terms in the component B: x, d0, d1, and
d2, where d0, d1 and d2 are static, x is updated as

xi = (((xi−1 ⊕ d0) + d1)⊕ d2) + zi
3 mod 232. (3.15)

Note that the more significant bits never affect the less significant bits. It allows
us to recover x, d0, d1, and d2 bit-by-bit.

Since the initial value of the LFSR is known, the value of each zi
0 can be

computed, thus we know the value of each S(xi). On average, the probability
that xi = xj is about 2−32. For a weak key, the least significant bit of S(xi) is
always 0, and the probability that S(xi) = S(xj) is about 2−32+(1−2−32)·2−31 ≈
2−32 + 2−31. Given 217.5 outputs, there are about

(
217.5

2

) × (2−32 + 2−31) ≈ 12
cases when S(xi) = S(xj) (i 6= j). And there are about

(
217.5

2

) × 2−32 ≈ 4
cases that xi = xj among those 12 cases. Choose four cases from those 12 cases
randomly, the probability that xiu = xju for 0 ≤ u < 4 is ( 4

12 )4 = 1
81 ( here

(iu, ju) indicates one of those 12 pairs (i, j) satisfying S(xi) = S(xj) (i 6= j) ).
The value of each zi

3 in (3.15) is already known. When we solve the four
equations xiu = xju (0 ≤ u < 4) to recover x, d0, d1, and d2, we obtain the four
unknown terms bit-by-bit from the least significant bit to the most significant
bit. The four most significant bits cannot be determined exactly, but the four
least significant bits can be determined exactly since only the least significant
bit of x is unknown. (We mention here during this bit-by-bit approach, the four
bits at each bit position may not be determined exactly, and further filtering
is required in such computations.) On average, we expect that solving each set
of four equations gives about 8 possible values of x, d0, d1, and d2. Also note
that each set of four equations holds true with probability 1

81 , we have about
81× 8 = 648 possible solutions for x, d0, d1, and d2.

After recovering the component B, we know the input and output of each
S(xi), so the component C can be recovered by solving 32 linear equations. This
process is repeated 648 times since there are about 648 possible solutions of x, d0,
d1, and d2. The exact B and C can be determined by generating some outputs
and comparing them to the keystream.

3.4.3 The complexity of the attack

According to the experiment, recovering the LFSR requires about 8000 outputs.
For each wi, testing 12 relations requires about 12·2

3 = 8 XORs and 12 additions.
After predicting 127 ui’s, each ui should be expressed in terms of the initial state
of the LFSR. It is almost equivalent to running the LFSR 8000 ·32 steps, with the
LFSR being initialized with only one non-zero bit z0

1,31. Advancing the LFSR 32
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steps requires 2 XORs and 2 shifts. Solving a set of 127 binary linear equations
requires about 2·1273

3 · 1
32 ≈ 42675 operations on the 32-bit microprocessor. So

about 217.8 operations are required to recover the LFSR.
Recovering the component B requires about 217.5 outputs and solving 81 sets

of equations. Each set of equations can be solved bit-by-bit, and it requires about
32 ·24 ·217.5 = 226.5 operations. Recovering the component C requires solving 648
sets of equations. Each set of equations consists of 32 linear equations with binary
coefficients, and solving it is almost equivalent to inverting a 32×32 binary matrix
which requires about 2·323

3 · 1
32 ≈ 683 operations. So 81 · 226.5 + 648 · 683 = 232.8

operations are required to recover the components B and C.
Recovering the internal state of a weak key requires 217.5 outputs and 217.8 +

232.8 ≈ 232.8 operations in total.

3.4.4 The attack on ABC v1

The previous attack on ABC v1 deals with a general type of weak keys [14], but
the complexity is too high (295 operations). The above attack can be slighty
modified and applied to break ABC v1 (with the weak keys defined in Sect. 3.3)
with much lower complexity. We outline the attack on ABC v1 below.

The LFSR in ABC v1 is 63 bits. The shorter LFSR results in more relations
for the same amount of keystream. Identifying a weak key requires 1465 outputs
from each key instead of the 1615 outputs required in the attack on ABC v2. In
theory, recovering the LFSR with the fast correlation attack requires 2500 outputs
instead of the 4500 outputs required in the attack on ABC v2. The component B
in ABC v1 has only three secret variables. Recovering the component B requires
217.3 outputs, with the complexity reduced to 230.1 operations, smaller than the
232.8 operations required to recover the component B of ABC v2. In total the
attack to recover the internal state of ABC v1 with a weak key requires 217.3

outputs and 230.1 operations.

3.5 Conclusion

Due to the large number of weak keys and the serious impact of each weak key,
ABC v1 and ABC v2 are practically insecure.

In order to resist the attack presented in this paper, a straightforward solution
is to ensure that at least one of the least significant bits of the 33 elements in
the component B should be nonzero. However, ABC v2 with such improvement
is still insecure. A new type of weak keys is that at two adjacent bit positions
(except the least significant bit position), all the bits of the 33 elements in the
component B are 0. After eliminating all the similar weak keys, the linear relation
in (3.2) can still be applied to exploit the non-randomness in the outputs of the
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component C to launch a distinguishing attack. ABC v3 is the latest version of
ABC, and it eliminates the weak keys described in this chapter. However, a recent
attack exploiting the non-randomness in the outputs of the component C is still
able to identify a new weak key with about 260 outputs [136]. It seems difficult to
improve the ABC cipher due to the risky design that the 32-bit-to-32-bit S-box
is generated from only 33 key-dependent elements.

We recommend updating the secret S-box of ABC v2 frequently during the
keystream generation process. In ABC v2, the key-dependent S-box is fixed. For
a block cipher design, the S-box has to remain unchanged, but such restriction
is not applicable to a stream cipher. Suppose that the size of the key-dependent
S-box of a stream cipher is large (it is risky to use the small randomly generated
key-dependent S-box). We can update the S-box frequently, such as updating at
least one element of the S-Box at each step (in a cyclic way to ensure that all
the elements of the S-box get updated) with enough random information in an
unpredictable way. When a weak S-box appears, only a small number of outputs
are generated from it before the weak S-box disappears, and it becomes extremely
difficult for an attacker to collect enough outputs to analyze a weak S-box. Thus
an attacker has to deal with the average property of the S-box, instead of dealing
with the weakest S-box. For example, the eSTREAM submissions HC-256 [128],
HC-128 [135], Py [25] and Pypy [26] use the frequently updated large S-boxes to
reduce the effect resulting from the weak S-boxes. The security of ABC stream
cipher can be improved in this way, but its performance will be affected.
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Chapter 4

Resynchronization Attack I

Linear Attack on DECIM

Abstract. DECIM is a hardware oriented stream cipher with an 80-bit key and
a 64-bit IV. In this chapter, we point out two serious flaws in DECIM. One flaw is
in the initialization of DECIM. It allows to recover about half of the key bits bit-
by-bit when one key is used with about 220 random IVs; only the first two bytes
of each keystream are needed in the attack. The amount of computation required
in the attack is negligible. Another flaw is in the keystream generation algorithm
of DECIM. The keystream is heavily biased: any two adjacent keystream bits are
equal with probability about 1

2 + 2−9. A message could be recovered from the
ciphertext if that message is encrypted by DECIM for about 218 times. DECIM
with an 80-bit key and an 80-bit IV is also vulnerable to these attacks.

4.1 Introduction

DECIM [11] is a stream cipher submitted by Berbain, Billet, Canteaut, et al.
to the ECRYPT stream cipher project [45]. The main feature of DECIM is the
use of the ABSG decimation mechanism [11], an idea similar to the shrinking
generator [34, 90]. Another excellent feature is that a 32-bit buffer is used in
DECIM to ensure that at each step DECIM generates one output bit.

In this chapter, we point out two flaws in DECIM, one in the initialization
algorithm, and another one in the keystream generation algorithm. The flaw in
the initialization allows for any easy key recovery from the keystreams when one
key is used with about 220 random IVs. The flaw in the keystream generation
algorithm results in a heavy bias in the keystream, hence the cipher is vulnerable
to a broadcast attack.

45
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In Sect. 4.2 we describe the DECIM cipher. Section 4.3 presents a key recovery
attack on DECIM. The key recovery attack on DECIM is improved in Sect. 4.4.
The broadcast attack on DECIM is described in Sect. 4.5. Section 4.6 shows that
DECIM with an 80-bit IV is also vulnerable to the attacks. Section 4.7 concludes
this chapter.

4.2 Stream Cipher DECIM

DECIM uses the ABSG decimation mechanism in the keystream generation in
order to achieve high security and design simplicity. The keystream generation
process and the key/IV setup are illustrated in Sect. 4.2.1 and 4.2.2, respectively.

4.2.1 Keystream Generation

The keystream generation diagram of DECIM is given in Fig. 4.1 [11]. DECIM
has a regularly clocked LFSR which is defined by the feedback polynomial

P (X) = X192 + X189 + X188 + X169 + X156 + X155 + X132 +
X131 + X94 + X77 + X46 + X17 + X16 + X5 + 1

over GF (2). The related recursion is given as

s192+n = s187+n ⊕ s176+n ⊕ s175+n ⊕ s146+n ⊕ s115+n ⊕ s98+n ⊕ s61+n

⊕ s60+n ⊕ s37+n ⊕ s36+n ⊕ s23+n ⊕ s4+n ⊕ s3+n ⊕ sn .

At each stage, two bits are generated from the LFSR as follows:

yt,1 = f(st+1, st+32, st+40, st+101, st+164, st+178, st+187) ,

yt,2 = f(st+6, st+8, st+60, st+116, st+145, st+181, st+191) ,

where the Boolean function f is defined as

f(xi1 , ..., xi7) =
∑

1≤j<k≤7

xij xik
.

The binary sequence y consists of all the yt,1 and yt,2 as

y = y0,1y0,2y1,1y1,2 · · · yt,1yt,2 · · ·

The keystream sequence z is generated from the binary sequence y through the
ABSG decimation algorithm. The sequence y is split into subsequences of the
form (b̄, bi, b̄), with i ≥ 0 and b ∈ {0, 1}; b̄ denotes the complement of b in {0, 1}.
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For every subsequence (b̄, bi, b̄), the output bit is b for i = 0, and b̄ otherwise.
The ABSG algorithm is given below

Input: (y0, y1, ...)

Set: i ← 0; j ← 0;

Repeat the following steps:

e ← yi, zj ← yi+1, i ← i + 1;

while (yi = ē) i ← i + 1;

i ← i + 1; output zj ; j ← j + 1;

Figure 4.1: Keystream Generation Diagram of DECIM

Remarks. The above description of the ABSG and the pseudo-code of ABSG are
quoted from [11]. However the outputs of the pseudo-code are the complements
of that of the ABSG algorithm. Anyway, this difference has no effect on the
security of DECIM. In the rest of the chapter, we assume that the DECIM uses
the pseudo-code of ABSG given above.

DECIM is designed to output one bit every two stages. A 32-bit buffer is
used to ensure that the probability that there is no output bit is extremely small
(2−89).
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4.2.2 Initialization

The secret key K is an 80-bit key. The 64-bit IV is expanded to an 80-bit vector
by adding zeros from position 64 up to position 79. The initial value of the LFSR
state is loaded as follows

si =





Ki ∨ IVi for 0 ≤ i ≤ 55
Ki−56 ∧ IV i−56 for 56 ≤ i ≤ 111
Ki−112 ⊕ IVi−112 for 112 ≤ i ≤ 191

The LFSR is clocked 192 times. After the t-th clocking, yt,1 and yt,2 are XORed
to xt,192 as

st+192 = st+192 ⊕ yt,1 ⊕ yt,2 .

Then one of two permutations π1 and π2 is applied to permute 7 elements st+5,
st+31, st+59, st+100, st+144, st+177, st+186. Two bits yt,1 and yt,2 are input to the
ABSG, if the output of the ABSG is 1, then π1 is applied; if the output of the
ABSG is 0 or if there is no output, then π2 is applied. The two permutations are
defined as

π1 = (1 6 3)(4 5 2 7), π2 = (1 4 7 3 5 2 6) .

4.3 Key Recovery Attack on DECIM

In this section, we develop attacks to recover the secret key of DECIM. This
non-optimized attack applies when the same secret key is used with a number of
random IVs, and the first 3 bytes of each keystream are known. The optimized
attack is given in the next section.

4.3.1 The effects of the permutations π1 and π2

The two permutations in the initialization stage of DECIM provide high non-
linearity to the initialization process. However, the permutations also cause some
bits in the LFSR to be updated in an improper way. This has a very negative
impact on the security of DECIM.

The permutation π1 is poorly designed. In order to investigate the effects
of this permutation, we analyze a weak version by assuming that only this per-
mutation is used in the initialization process, i.e., we replace π2 with π1. The
values of 140 elements in the LFSR (s5,s6,. . . ,s58, and s100,s101,. . . ,s185) would
never be updated by the initialization process. For example, s21 would always
become s192+6. The details are given below. We trace the bit s21, after 16 steps
it becomes s16+5 due to the shift of the LFSR. Then it becomes s16+177 due to
the permutation π1. After 33 steps, it becomes s49+144 due to the shift of the
LFSR. Then it becomes s49+31 due to the permutation π1. After 26 steps, it
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becomes s75+5 due to the shift of the LFSR. Then it becomes s75+177 due to the
permutation π1. This process repeats and at the end of the initialization process,
it becomes s192+6.

The first bit of the keystream is given as y192,2; it is computed as y192,2 =
f(s192+6, s192+8, s192+60, s192+116, s192+145, s192+181, s192+191). By tracing the bits
of the LFSR during the initialization process, we know that s192+6 ⇐ s21,
s192+8 ⇐ s23, s192+116 ⇐ s132, s192+145 ⇐ s160, s192+181 ⇐ s33. If every key and
IV pair is randomly generated, then according to the loading of the key and IV,
we know that s21, s23, and s33 take value 1 with probability 0.75. Thus according
to the definition of the function f , the value of y192,2 is 0 with probability 0.582.
So the first bit of the keystream is heavily biased. It shows that the effect of the
permutation π1 is terrible.

In DECIM, there are two permutations, π1 and π2. They are chosen according
to the output of ABSG: π1 is chosen with probability 1

3 , π2 with probability 2
3 .

Due to these two permutations, the average number of bits that are not updated
by the initialization process is reduced to 54.5 (obtained by running 216 random
key and IV pairs). It shows that the permutations π1 and π2 which are chosen
by the output of ABSG have a negative impact on the security of DECIM.

4.3.2 Recovering K21

In the initialization process, we monitor the bit s21. s21 becomes s192+6 with
probability 1

27 . If s192+6 takes the value 0, and all the other bits in the LFSR
at the 192-th step are distributed uniformly, then the value of the first bit of the
keystream is 0 with probability q0 = 56

128 . If s192+6 takes the value 1, and all
the other bits of the LFSR at the 192-th step are distributed uniformly, then the
value of the first bit of the keystream is 0 with probability q1 = 72

128 . Denote
the probability that the value of the first keystream bit is 0 when s21 = 0 as p0,
and the probability that the value of the first keystream bit is 0 when s21 = 1
as p1. Then ∆p = p1 − p0 = 1

27 × (q1 − q0) = 2−7.75. In an experiment we chose
220 random IVs for s21 = 0, and another 220 random IVs for s21 = 1, and we
found that ∆p = 2−7.99. The experimental result confirms that the theoretically
predicted result ∆p = 2−7.75 is close to the correct value.

The above property can be applied to recover K21 as follows. Suppose that the
same key is used with N random IVs to generate keystreams. For the keystreams
with IV21 = 0, we compute the probability that the value of the first bit is
0, and denote this probability as p′0. For the keystreams with IV21 = 1, we
compute the probability that the value of the first bit is 0, and denote this
probability as p′1. If p′1 > p′0, we decide that K21 = 0; otherwise, K21 = 1. For
N = (∆p

2 )−2 × 2 = 218.5, the attack can determine the value of K21 with success
rate 0.977.
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4.3.3 Recovering K22K23 . . . K30

By tracing the bits in the initialization process, we notice that each s22+i is
mapped to s192+7+i with probability 1

27 for 0 ≤ i ≤ 8 (each of them is only
mapped by π1 at st+5). We know that s22+i = K22+i ∨ IV22+i , and s192+7+i,
s192+9+i are used in the generation of y193+i,2 for 0 ≤ i ≤ 10. In this section, we
show that the key bits K22K23K24 . . . K30 can be recovered from the keystream.

An attack similar to that given in Sect. 4.3.2 can be applied to recover the
value of K23 from the first keystream bits generated from 218.5 IVs.

In order to determine the values of K22 and K24, we observe the second bit of
the keystream. Due to the disturbance of the ABSG, y193,2 becomes the second
keystream bit with probability 0.5. Thus ∆p′ = 0.5 ×∆p = 2−8.75. To recover
K22 and K24, we need 220.5 IVs in order to obtain a success probability of 0.977.

In order to determine the value of K25, we observe the second and third
bits of the keystream. y194,2 becomes the second bit of the keystream with
probability 1

8 , and becomes the third bit of the keystream with probability 1
4 .

Thus ∆p′′ = 1
2 × ( 1

4 + 1
8 )×∆p = 2−10.165. To recover K25, we need 222.3 IVs in

order to obtain a success probability of 0.977.

We omit the details of recovering K26 · · ·K29. To recover K30, we observe
the fifth, sixth and seventh bits of the keystream. y199,2 would become one of
these three bits with probability 77

256 . Thus ∆p′′′ = 1
3 × 77

256 ×∆p = 2−11.068. To
recover K29, we need 223.55 IVs in order to obtain the success rate 0.977.

4.3.4 Recovering K9K10 . . . K19

By tracing the bits in the initialization process, we notice that each s9+i is
mapped to s192+166+i with probability 1

27 for 0 ≤ i ≤ 10 (each of them is only
mapped by π1 at st+5). We know that s9+i = K9+i ∨ IV9+i, and s192+166+i is
used in the generation of y194+i,1 for 0 ≤ i ≤ 10. The attacks given in this section
are similar to those given above. We only illustrate how to recover K9 and K19.

In order to determine the value of K9, we observe the second bit of the
keystream. y194,1 becomes the second bit of the keystream with probability 1

4 .
Thus ∆p(4) = 1

4 × ∆p = 2−9.75. To recover K9, we need 222.5 IVs in order to
obtain a success probability of 0.977.

In order to determine the value of K19, we observe the 8-th, 9-th and 10-th
bits of the keystream. y204,1 becomes one of these three bits with probability
0.260. Thus ∆p(5) = 1

3 × 0.260 ×∆p = 2−11.28. To recover K19, we need 223.98

IVs in order to obtain a success probability of 0.977.
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4.3.5 Recovering K32K33 . . . K46

By tracing the bits in the initialization process, we notice that each s144+i is
mapped to s192+16+i with probability 1

27 for 0 ≤ i ≤ 14 (each of them is only
mapped by π1 at st+5). We know that s144+i = K32+i ⊕ IV32+i, and s192+16+i

is used in the generation of y200+i,1 for 0 ≤ i ≤ 14.
Since for s144+i (0 ≤ i ≤ 14), the key bits are XORed with the IV bits, the

attack is slightly modified. For example, if the probability of 0 in the keystream
for IV32 = 0 is higher than the probability of 0 in the keystream for IV32 = 1,
then we predict that K32 = 0; otherwise, K32 = 1. We only illustrate how to
recover K32 and K46.

In order to determine the value of K32, we observe the sixth, seventh and
eighth bits of the keystream. y200,2 becomes one of these three bits with prob-
ability 0.28027. Thus ∆p(6) = 1

3 × 0.28027 ×∆p = 2−11.17. To recover K32, we
need 223.755 IVs in order to obtain a success probability of 0.977.

In order to determine the value of K46, we assume that starting from the
fourth bit of the sequence y, each bit becomes the output with probability 1

3 .
Then y214,2 becomes one of the 12th, 13th, . . . , 18th bits of the keystream with
probability 0.16637. Thus ∆p(7) = 1

7 × 0.16637×∆p = 2−13.145. To recover K29,
we need 226.482 IVs in order to obtain a success probability of 0.977.

The attacks given in this section recover 36 bits of the secret key with about 226

random IVs. For each IV, only the first 3 bytes of the keystream are needed in
the attack.

4.4 Improving the Key Recovery Attack

In the above attacks, we deal with the bits affected only by π1 at st+5 during
the initialization (the bits affected by π2 are not considered in the attack). In
order to improve the attack, we have used a computer program to trace all the
possibilities for each bit si (0 ≤ i ≤ 175) during the initialization process to find
out the distribution of that bit at the end of initialization. Then we have searched
the optimal attack for that bit. We performed the experiment, and found that
44 key bits can be recovered with less than 220 IVs, and only the first 2 bytes
of the keystream are required in the attack. The experiment results are given in
Table A.1.

4.5 The Keystream of DECIM Is Heavily Biased

The nonlinear function f in DECIM is extremely simple. However this Boolean
function is balanced but not 1-resilient. Unfortunately the ABSG decimation
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mechanism and the buffer in the output function fail to eliminate the bias existing
in the output of f , hence the keystream is heavily biased.

4.5.1 The keystream is biased

We start with analyzing the function f

f(xi1 , ..., xi7) =
∑

1≤j<k≤7

xij
xik

.

If any bit of the input of f is equal to 1, then f outputs a ‘1’ with probability
72
128 ; otherwise it outputs a ‘1’ with probability 56

128 . Thus for f(xi1 , ..., xi7) and
f(x′i1 , ..., x

′
i7

), if one bit of one input is always equal to one bit of another input
(i.e., xia = x′ib

where 0 ≤ a, b ≤ 7), then the outputs related to these two inputs
would be equal with probability ( 56

128 )2 + ( 72
128 )2 = 65

128 .
Note that yt,1 and yt,2 are computed as follows

yt,1 = f(st+1, st+32, st+40, st+101, st+164, st+178, st+187) ,

yt,2 = f(st+6, st+8, st+60, st+116, st+145, st+181, st+191) .

Denote A = {1, 32, 40, 101, 164, 178, 187}, B = {6, 8, 60, 116, 145, 181, 191}, and
denote each element of A by ai, and each element of B by bi (1 ≤ i ≤ 7). Then
yt,1 = yt+ai−aj ,1 and yt,2 = yt+bi−bj ,2 with probability 65

128 for 1 ≤ i, j ≤ 7 and
i 6= j. And yt+bi−aj ,1 = yt,2 with probability 65

128 for 1 ≤ i, j ≤ 7. It shows that
the binary sequence y is heavily biased.

The heavily biased sequence y is used as input to the ABSG decimation
algorithm. It results in a heavily biased output. In the attack, we are interested in
those biases in y that would not be significantly reduced by the ABSG Algorithm.
Thus we will analyze the bias of (yt+3,1, yt,2), (yt+4,1, yt,2) and (yt,2, yt+2,2) to
find out how they affect the randomness of the output of ABSG.

For example, we analyze the effect of the bias of (yt+3,1, yt,2). yt+3,1 = yt,2

with probability 65
128 . Denote the i-th bit of the sequence y by yi. Thus yi =

yi+5 with probability 129
256 . (yi, yi+5) would affect the bias of the output of the

ABSG in two approaches. One approach is that (yi, yi+5) becomes (zj , zj+2) with
probability 1

4 (case 1: yi = yi−1, yi+2 6= yi+1 and yi+3 = yi+2; case 2: yi 6= yi−1,
yi+1 = yi−1 and yi+3 = yi+2). Thus for this approach, the bias of (yi, yi+5)
causes zj = zj+2 with probability 513

1024 . Another approach is that if yi = yi−1

and yi+2 = yi+1, then (yi, yi+4) becomes (zj , zj+2). Note that yi+4 = yi−1 with
probability 129

256 , so zj = zj+2 with probability 129
256 . This approach happens with

probability 1
4 . Thus the bias of (yi, yi+5) causes zj = zj+2 with probability 513

1024 .
Combining these two approaches, we know that zj = zj+2 with probability 257

512 .
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We continue analyzing the above example since the output of ABSG dec-
imation algorithm should pass through the buffer before becoming keystream.
By analyzing the ABSG decimation algorithm and the buffer, we notice that
if (yi, yi+5) becomes zj = zj+2 after the ABSG decimation algorithm, then it
becomes z′k = z′k+1 with probability 0.6135 after passing through the buffer; if
(yi, yi+4) becomes zj = zj+2 after the ABSG decimation algorithm, then it be-
comes z′k = z′k+1 with probability 0.5189 after passing through the buffer. Thus
after passing through the buffer, the two approaches lead to z′k = z′k+1 with
probability 1

2 + 0.6135× 1
1024 + 0.5189× 1

1024 = 1
2 + 2−9.82.

A similar analysis can be applied to the biases resulting from (yt+4,1, yt,2) and
(yt,2, yt+2,2). The bias of (yt,2, yt+2,2) would cause z′k = z′k+1 with probability
about 1

2 + 2−10.84, and the bias of (yt+4,1, yt,2) would cause z′k = z′k+1 with
probability about 1

2 + 2−11.73.
Combining the effects of (yt+3,1, yt,2), (yt+4,1, yt,2) and (yt,2, yt+2,2), the bias

of z′k = z′k+1 is about 1
2 + 2−9.82 + 2−10.84 + 2−11.73 = 1

2 + 2−9.00.
Now we verify the above analysis with an experiment. We have generated

about 230 keystream bits from DECIM and found that z′k = z′k+1 is about 1
2 +

2−8.67. The experimental result shows that the theoretical result is close to that
obtained from the experiment.

4.5.2 Broadcast attack

Due to the bias in the keystream, part of the message could be recovered from
the ciphertexts if the same message is encrypted many times using DECIM with
random key and IV pairs. A similar attack has been applied to RC4 by Mantin
and Shamir [86].

Suppose that one message bit is encrypted N times, and each keystream bit
is 0 with probability 1

2 + ∆p with ∆p > 0. Denote the number of ‘0’ in the
ciphertext bits by n0. If n0 > N

2 , we conclude that the message bit is equal to
‘0’; otherwise, we conclude that the message bit is equal to ‘1’. For N = ∆p−2,
the message bit is recovered with a success probability of 0.977.

Thus if one message is encrypted about 218 times with different keys and IVs,
the message could be recovered from the ciphertexts.

4.6 Attacks on DECIM with 80-bit IV

The keystream generation algorithm of DECIM with an 80-bit IV is the same as
DECIM with a 64-bit IV. Thus DECIM with an 80-bit IV still generates heavily
biased keystream and it is vulnerable to the broadcast attack.
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The initialization process of DECIM with an 80-bit IV is slightly different
from the 64-bit IV version. The key and IV are loaded into the LFSR as

si =





0 for 0 ≤ i ≤ 31
Ki−32 ⊕ IVi−32 for 32 ≤ i ≤ 111
Ki−112 for 112 ≤ i ≤ 191

Similar to the attack given in Sect. 4.4, we have carried out an experiment to
compute the IVs required to recover each bit. With 221 IVs, 41 bits of the secret
key could be recovered. Only the first 2 bytes of the keystream are required in
the attack. The experiment results are given in Table A.2.

4.7 Conclusion

In this chapter, we developed two attacks against the stream cipher DECIM.
The key could be recovered easily from the keystream with about 220 random
IVs. And the keystream of DECIM is heavily biased. The results indicate that
DECIM is very weak.

Recently, the designers of DECIM have proposed DECIM v2 [12]. DECIM
v2 is much simpler than DECIM. The initialization of DECIM v2 uses 768 steps
of the keystream generation algorithm with the output bit being XORed to the
LFSR. The filter is changed and f is one-resilient. DECIM v2 is not vulnerable
to the attacks presented in this chapter.



Chapter 5

Resynchronization Attack II

Differential Attack on WG

Abstract. WG is a stream cipher submitted to eStream – the ECRYPT stream
cipher project. In this chapter, we point out security flaws in the resynchroniza-
tion of WG. The resynchronization of WG is vulnerable to a differential attack.
For WG with 80-bit key and 80-bit IV, 48 bits of the secret key can be recovered
with about 231.3 chosen IVs . For each chosen IV, only the first four keystream
bits are needed in the attack.

5.1 Introduction

For the research on stream ciphers, resynchronization atacks have not been stud-
ied as thoroughly as the keystream generation algorithm itself. Ten years ago,
Daemen, Govaerts and Vandewalle analyzed the weakness of linear resynchro-
nization mechanism with known output Boolean function [41]. Later Golić and
Morgari studied linear resynchronization mechanisms with unknown output func-
tion [61]. However almost all the stream ciphers proposed recently use non-linear
resynchronization mechanisms, so the previous attacks on linear resynchroniza-
tion mechanisms could no longer be applied. Recently Armknecht, Lano and
Preneel applied algebraic attacks and linear cryptanalysis to the resynchroniza-
tion mechanism and obtained lower bounds for the nonlinearity required from a
secure resynchronization mechanism [6]. In this chapter, we apply the differen-
tial attack and slide attack to stream ciphers with non-linear resynchronization.
We show that the cryptanalysis techniques used to attack block ciphers are also
useful in the analysis of non-linear resynchronization mechanisms.

55
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WG [103] is a stream cipher submitted to eStream, the ECRYPT stream ci-
pher project [45]. The keystream generation algorithm of WG is quite strong.
The keystream generation of WG is based on the WG transformation which has
excellent cryptographic properties [62]. However, the resynchronization mecha-
nism of WG is insecure. The resynchronization mechanism of WG is vulnerable
to a differential attack [27]. Breaking WG requires 231.3 chosen IVs.

This chapter is organized as follows. WG is introduced in Sect. 5.2. The
differential attack on WG is presented in Sect. 5.3 Section 5.4 concludes this
chapter.

5.2 Description of WG

WG is a hardware oriented stream cipher with key length up to 128 bits; it
supports IV sizes from 32 bits to 128 bits. The main feature of the WG stream
cipher is the use of the WG transformation to generate keystream from an LFSR.

Keystream Generation

Figure 5.1: Keystream generation diagram of WG

The keystream generation diagram of WG is given in Fig. 5.1 [103]. WG has a
regularly clocked LFSR which is defined by the feedback polynomial

p(x) = x11 + x10 + x9 + x6 + x3 + x + γ (5.1)
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over GF (229), where γ = β464730077 and β is the primitive root of

g(x) =x29 + x28 + x24 + x21 + x20 + x19 + x18 + x17+

x14 + x12 + x11 + x10 + x7 + x6 + x4 + x + 1 .
(5.2)

Then the non-linear WG transformation, GF (229) → GF (2), is applied to gen-
erate the keystream from the LFSR.

Resynchronization (Key/IV setup)

The key/IV setup of WG is given in Fig. 5.2. After the key and IV have been
loaded into the LFSR, it is clocked 22 steps. During each of these 22 steps, 29
bits from the middle of the WG transformation are XORed to the feedback of
LFSR, as shown in Fig. 5.2 [103].

Figure 5.2: Key/IV setup of WG

One step of the key/IV setup can be expressed as follows:
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T = S(1)⊕ S(2)⊕ S(5)⊕ S(8)⊕ S(10)⊕ (γ × S(11))⊕WG′(S(11)) ,

S(i) = S(i− 1) for i = 11 · · · 2; S(1) = T ,

where WG′(S(11)) denotes the 29 bits extracted from the WG transformation,
as shown in Fig. 5.2.

The WG cipher supports several key and IV sizes: the key size can be 80 bits,
96 bits, 112 bits and 128 bits and the IV sizes can be 32 bits, 64 bits, 80 bits, 96
bits, 112 bits, and 128 bits. Slightly different resynchronization mechanisms are
used for the different IV sizes. The details are given in Sect. 5.3.

5.3 Differential Attacks on WG

The resynchronization of WG can be broken with a chosen IV attack based
on differential cryptanalysis. (We remind the readers that the details of the
differential attack given in this chapter are slightly different from the standard
differential attack on a block cipher, such as the generation of the differential
pairs and the filtering of the wrong pairs.) WG with a 32-bit IV size is not
vulnerable to the attack given in this section (since no special differential can be
introduced into this short IV). In Sect. 3.1 the attack is applied to break WG
with an 80-bit key and an 80-bit IV. The attacks on WG with IV sizes larger
than 80 bits are given in Sect. 5.3.2. The attack on WG with a 64-bit IV size is
given in Sect. 5.3.3.

5.3.1 Attack on WG with an 80-bit key and an 80-bit IV

We investigate the security of the key/IV setup of WG with an 80-bit key and
an 80-bit IV. For this version of WG, denote the key as K = k1, k2, k3, · · · , k80

and the IV as IV = IV1, IV2, IV3, · · · , IV80. They are loaded into the LFSR as
follows:

S1,...,16(1) = k1,...,16 S17,...,24(1) = IV1,...,8

S1,...,8(2) = k17,...,24 S9,...,24(2) = IV9,...,24

S1,...,16(3) = k25,...,40 S17,...,24(3) = IV25,...,32

S1,...,8(4) = k41,...,48 S9,...,24(4) = IV33,...,48

S1,...,16(5) = k49,...,64 S17,...,24(5) = IV49,...,56

S1,...,8(6) = k65,...,72 S9,...,24(6) = IV57,...,72

S1,...,8(7) = k73,...,80 S17,...,24(7) = IV73,...,80

All the remaining bits of the LFSR are set to zero. Then the LFSR is clocked
22 steps with the middle value from the WG transformation being used in the
feedback.
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The chosen IV attack on WG goes as follows. For each secret key K, we choose
two IVs, IV ′ and IV ′′, so that IV ′ and IV ′′ are identical in 8 bytes, but differ
in two bytes: IV ′

17,...,24 6= IV ′′
17,...,24 and IV ′

49,...,56 6= IV ′′
49,...,56. The differences

satisfy IV ′
17,...,24 ⊕ IV ′′

17,...,24 = IV ′
49,...,56 ⊕ IV ′′

49,...,56.
Denote the value of S(i) (1 ≤ i ≤ 11) at the end of the j-th step by Sj(i),

and denote loading the key/IV as the 0th step. After loading the key and the
chosen IV into LFSR, we know that the differences in S(2) and S(5) are the
same, i.e., S′0(2) ⊕ S′′0(2) = S′0(5) ⊕ S′′0(5). We denote this difference as 41,
i.e., 41 = S′0(2)⊕ S′′0(2) = S′0(5)⊕ S′′0(5).

We now examine the differential propagation during the 22 steps in the key/IV
setup. The complete differential propagation is shown in Table 5.1, where the
differences at the i-th step indicate the differences at the end of the i-th step. The
difference 42 = (γ × S′6(11)⊕WG′(S′6(11))⊕ (γ × S′′6(11)⊕WG′(S′′6(11)) =
(γ × S′0(5) ⊕ WG′(S′0(5)) ⊕ (γ × S′′0(5) ⊕ WG′(S′′0(5)). Similarly, we obtain
that 43 = (γ × S′0(2)⊕WG′(S′0(2))⊕ (γ × S′′0(2)⊕WG′(S′′0(2)).

From Table 5.1, we notice that at the end of the 22th step, the difference at
S22(10) is 42 ⊕43. From the above description of 42 and 43, we know that

42 ⊕43 =((γ × S′0(5)⊕WG′(S′0(5))⊕ (γ × S′′0(5)⊕WG′(S′′0(5)))⊕
((γ × S′0(2)⊕WG′(S′0(2))⊕ (γ × S′′0(2)⊕WG′(S′′0(2))) .

(5.3)

This shows that the value of42⊕43 is determined by k17,...,24, k49,...,64, IV ′
9,...,24,

IV ′
49,...,56, IV ′′

9,...,24, IV ′′
49,...,56.

From the keystream generation of WG, we know that the first keystream bit
is generated from S22(10) (after the key/IV setup, the LFSR is clocked, and
S23(11) is used to generate the first keystream bit). If 42 ⊕ 43 = 0, then the
first keystream bits for IV ′ and IV ′′ should be the same. This property is applied
in the attack to determine whether the value of 42 ⊕43 is 0.

Assume that the value of 42⊕43 is randomly distributed, then 42⊕43 = 0
with probability 2−29. We thus need to generate about 229 pairs (42,43) in order
to obtain a pair satisfying 42 ⊕ 43 = 0. Note that the key is fixed and that
S′0(2)⊕S′′0(2) = S′0(5)⊕S′′0(5) must be satisfied. Three bytes of IV (IV ′

9,...,24,
IV ′

49,...,56) and one-byte difference (41) can be freely chosen to generate different
(42,43), so there are about 224×255/2 ≈ 231 available pairs of (42,43). Hence
there is no problem to generate 229 pairs of (42,43).

Then we proceed to determine which pair (42,43) satisfies 42⊕43 = 0. For
each pair (42,43), we modify the values of IV ′

1,...,8 and IV ′′
1,...,8, but we ensure

that IV ′
1,...,8 = IV ′′

1,...,8. This modification does not affect the value of 42 ⊕43,
but it affects the value of S22(10). We generate keystream and examine the first
keystream bits. If the values of the first keystream bits are the same, then the
chance that 42 ⊕43 = 0 is improved. In that case, we modify IV ′

1,...,8 and
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IV ′′
1,...,8 again and observe the first keystream bits. This process ends when the

first keystream bits are not the same or this process is repeated for 40 times.
If one (42,43) passes the test for 40 times, then we know that 42 ⊕ 43 = 0
with probability extremely close to 1. (Each wrong pair could pass this filtering
process with probability 2−40. One pair of 229 wrong pairs could pass this process
with probability 2−11.) Thus with about 2× 229×∑40

i=1
i
2i = 231 chosen IVs, we

can find a pair (42,43) satisfying 42⊕43 = 0. Subsequently according to Eqn.
(3) and 42 ⊕43 = 0, we recover 24 bits of the secret key, k17,...,24 and k49,...,64.

The above attack can be improved if we consider the differences at S22(7) and
S22(8). The differences there are both41⊕42⊕43. If the value of41⊕42⊕43

is 0, then the third and fourth bits of the two keystreams would be the same. If
we only observe the third and fourth keystream bits, then k17,...,24 and k49,...,64

can be recovered with 2× 229 ×∑20
i=1(

1
2i−1 − 1

2i )× i = 230.4 chosen IVs.
In the attack, we observe the first, third and fourth keystream bits, then

recovering k17,...,24 and k49,...,64 requires about 2× 228× 21.13 = 230.1 chosen IVs
(the value 21.13 is obtained through numerical computation).

By setting the difference at S0(3) and S0(6) and observing the second and
third bits of the keystream, we can recover another 24 bits of the secret key,
k25,...,40 and k65,...,72. We need 230.4 chosen IVs.

So with about 230.1 + 230.4 = 231.3 chosen IVs, we can recover 48 bits of the
80-bit secret key. It shows that the key/IV setup of the WG stream cipher is
insecure.

5.3.2 Attacks on WG with key and IV sizes larger than 80
bits

The WG ciphers with the key and IV sizes larger than 80 bits are all vulnerable
to the chosen IV attacks. The attacks are very similar to the above attack. We
omit the details of the attacks here. The results are given below:

1. For WG with 96-bit key and 96-bit IV, 48 bits of the key can be recovered
with complexity about the same as the above attack.

2. For WG with IV sizes larger than 96 bits, 72 bits of the key can be recovered
with complexity about 1.5 times that of the above attack.

5.3.3 Attacks on WG with 64-bit IV size

We use WG with an 80-bit key and a 64-bit IV as an example to illustrate the
attack. For WG cipher with an 80-bit key and a 64-bit IV, the key and IV are
loaded into the LFSR as follows:
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S1,...,16(1) = k1,...,16 S1,...,16(2) = k17,...,32

S1,...,16(3) = k33,...,48 S1,...,16(4) = k49,...,64

S1,...,16(5) = k65,...,80 S1,...,16(9) = k1,...,16

S1,...,16(10) = k17,...,32 ⊕ 1 S1,...,16(11) = k33,...,48

S17,...,24(1) = IV1,...,8 S17,...,24(2) = IV9,...,16

S17,...,24(3) = IV17,...,24 S17,...,24(4) = IV25,...,32

S17,...,24(5) = IV33,...,40 S17,...,24(6) = IV41,...,48

S17,...,24(7) = IV49,...,56 S17,...,24(8) = IV57,...,64

In the attack, we introduce differences at S(2) and S(5), but we can only generate
about 223 pairs of (42,43) since we can only modify IV9,...,16 and IV33,...,40. Thus
we can obtain a pair (42,43) satisfying 42 ⊕ 43 = 0 or 41 ⊕ 42 ⊕ 43 = 0
with probability 2−5. Once we know 42⊕43 = 0 or 41⊕42⊕43 = 0, we can
recover 29 bits of information on k17,...,32 and k65,...,80. It shows that 29 bits of
information of the secret key can be recovered with probability 2−5. This attack
requires about 225.1 chosen IVs.

The attack on WG with 96-bit key and 64-bit IV is similar to the above attack.
We introduce differences at S(2) and S(5) or at S(3) and S(6). In the attack
29 bits of information on k17,...,32 and k65,...,80 can be recovered with probability
2−5, and another 29 bits of information on k33,...,48 and k81,...,96 can be recovered
with probability 2−5.

The attack on WG with 112-bit key and 64-bit IV is also similar. The result
is that 29 bits of information on k17,...,32 and k65,...,80 can be recovered with
probability 2−5, 29 bits of information on k33,...,48 and k81,...,96 can be recovered
with probability 2−5, and 29 bits of information on k49,...,64 and k97,...,112 can be
recovered with probability 2−5.

The attack on WG with 128-bit key and 64-bit IV is also similar. The result
is that 29 bits of information on k17,...,32 and k65,...,80 can be recovered with prob-
ability 2−5, 29 bits of information on k33,...,48 and k81,...,96 can be recovered with
probability 2−5, 29 bits of information on k49,...,64 and k97,...,112 can be recovered
with probability 2−5, and 29 bits of information on k64,...,80 and k113,...,128 can
be recovered with probability 2−5.

5.4 Conclusion

In this chapter, we show that the resynchronization mechanisms of WG is vul-
nerable to a differential attack. It shows that a differential attack is powerful in
analyzing the non-linear resynchronization mechanism of a stream cipher.

The designers of WG recommended to use 44 steps in the initialization to
resist a differential attack [104]. It is a small modification to the design to achieve
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a secure key/IV setup. However, it is inefficient. We recommend to change the
primitive polynomial tap positions so that the tap distances are coprime, and to
generate the first keystream bit from S(1) instead of S(10). Then we expect that
WG with 22-step key/IV setup will be able to resist a differential attack.
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Chapter 6

Resynchronization Attack III

Slide Attack on LEX

Abstract. LEX is a stream cipher submitted to eStream – the ECRYPT stream
cipher project. In this chapter, we point out a security flaw in its resynchroniza-
tion. The resynchronization of LEX is vulnerable to a slide attack. If a key is
used with about 260.8 random IVs, and 20,000 keystream bytes are generated from
each IV, then the key of the strong version of LEX could be recovered easily with
a slide attack. The resynchronization attack on LEX shows that block cipher re-
lated attacks are powerful in analyzing non-linear resynchronization mechanisms.

6.1 Introduction

LEX [20] is a stream cipher submitted by Biryukov to eStream, the ECRYPT
stream cipher project [45]. The keystream generation of LEX is based on the Ad-
vanced Encryption Standard [101]. However, the resynchronization mechanism
of LEX is insecure and is vulnerable to slide attack [23]. Breaking the strong
version of LEX requires about 260.8 random IVs.

This chapter is organized as follows. LEX is introduced in Sect. 6.2. The
slide attack on LEX is described in Sect. 6.3. Section 6.4 concludes this chapter.

6.2 Description of LEX

LEX is based on the block cipher AES. The keystream bits are generated by
extracting 32 bits from each round of AES in the 128-bit Output Feedback (OFB)
mode [98]. LEX is about 2.5 times faster than AES. Fig. 6.1 [20] shows how the

65
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AES is initialized and chained. First a standard AES key-schedule for a secret
128-bit key K is performed. Then a given 128-bit IV is encrypted by a single
AES invocation: S = AESK(IV ). The S and the subkeys are the output of the
initialization process.

S is encrypted by K in the 128-bit OFB mode (for the more secure variant,
K is changed every 500 AES encryptions). At each round, 32 bits of the middle
value of AES are extracted to form the keystream. The bytes b0,0, b0,2, b2,0, b2,2

at every odd round and the bytes b0,1, b0,3, b2,1, b2,3 at every even round are
selected, as shown in Fig. 6.2 [20].

Figure 6.1: Initialization and stream generation

Figure 6.2: The positions of the output extracted in the even and odd rounds

6.3 Slide Attack on the Resynchronization of LEX

The security of LEX depends heavily on the fact that only a small amount of
information is released for each round (including the input and output) of AES.
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The slide attack intends to retrieve all the information of one AES round input
(or output) in LEX.

Denote Si = Ei
K(IV ), where Ei(m) means that m is encrypted i times,

S0 = IV ; denote the 320-bit keystream extracted from the i-th encryption as ki

for i ≥ 2. For two IVs, IV ′ and IV ′′, if k′2 = k′′j (j > 2), then we know that
S′1 = S′′j−1. Immediately, we know that S′′j−2 = S′0 = IV ′. Note that k′′j−1 is
extracted from EK(S′′j−2), so k′′j−1 is extracted from EK(IV ′); this means that
we know the input to AES, and we know 32 bits from the output of the first
round. In the following, we show that it is easy to recover the secret key from
this 32 bits of information of the first round output.

Denote the 16-byte output of the r-th round of AES with mr
i,j (0 ≤ i, j ≤ 3),

and denote the 16-byte round key at the end of the r-th round with wr
i,j (0 ≤

i, j ≤ 3). Now if m1
0,0, m1

0,2, m1
2,0, m1

2,2 are known, i.e, four bytes of the first
round output are known, then we obtain the following four equations:

m1
0,0 ⊕ w1

0,0 = MixColumn((m0
0,0 ⊕ w0

0,0) ‖ (m0
1,3 ⊕ w0

1,3)

‖ (m0
2,2 ⊕ w0

2,2) ‖ (m0
3,1 ⊕ w0

3,1))& 0xFF (6.1)

m1
2,0 ⊕ w1

2,0 = (MixColumn((m0
0,0 ⊕ w0

0,0) ‖ (m0
1,3 ⊕ w0

1,3)

‖ (m0
2,2 ⊕ w0

2,2) ‖ (m0
3,1 ⊕ w0

3,1)) >> 16)& 0xFF (6.2)

m1
0,2 ⊕ w1

0,2 = MixColumn((m0
0,2 ⊕ w0

0,2) ‖ (m0
1,1 ⊕ w0

1,1)

‖ (m0
2,0 ⊕ w0

2,0) ‖ (m0
3,3 ⊕ w0

3,3))& 0xFF (6.3)

m1
2,2 ⊕ w1

2,2 = (MixColumn((m0
0,2 ⊕ w0

0,2) ‖ (m0
1,1 ⊕ w0

1,1)

‖ (m0
2,0 ⊕ w0

2,0) ‖ (m0
3,3 ⊕ w0

3,3)) >> 16)& 0xFF . (6.4)

Each equation leaks one byte of information on the secret key. In the above
four equations, 12 bytes of the subkey are involved. To recover all these 12 bytes,
we need three inputs to AES and the related 32-bit first round outputs so that
we can obtain 12 equations. These 12 equations can be solved with about α×232

operations, where α is a small constant. With 96 bits of the key have been
recovered, the rest of the 32 bits of AES can be recovered by exhaustive search.

We now compute the number of IVs required to generate three collisions.
Suppose that a secret key is used with about 265.3 random IVs, and each IV i is
used to generate a 640-bit keystream ki

2, k
i
3. Since the block size of AES is 128

bits, we know that with high probability there are three collisions ki
2 = kj

3 for
different i and j since 265.3×(265.3−1)

2 × 2−128 ≈ 3.
The number of IVs could be reduced if more keystream bits are generated from

each IV. In [20], it is suggested to change the key every 500 AES encryptions for
a strong variant of LEX. Suppose that each IV is applied to generate 500 320-bit
outputs, then with 260.8 IVs, we could find three collisions ki

2 = kj
x (2 < x < 500)
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and recover the key of LEX. For the original version of LEX, the AES key is
not changed during the keystream generation. Suppose that each IV is used to
generate 250 keystream bytes, then the key could be recovered with about 243

random IVs (here we need to consider that the state update function of LEX is
reversible; otherwise, the amount of IV required in the attack could be greatly
reduced).

For a secure stream cipher with a 128-bit key and a 128-bit IV, each key
would never be recovered faster than exhaustive key search no matter how many
IVs are used together with that key. But for LEX each key could be recovered
faster than exhaustive search if that key is used together with about 261 random
IVs. We thus conclude that LEX is theoretically insecure.

For a stream cipher with 128-bit key and 128-bit IV, if the attacker can choose
the IV, then one of 264 keys could be recovered with about 264 pre-computations
(based on the birthday paradox). The complexity of such an attack is close to
our attack on LEX. However, there are two major differences between these two
attacks. One difference is that the attack based on birthday paradox is a chosen
IV attack while our attack is a random IV attack. Another difference is that
the attack based on the birthday paradox results in the recovery of one of n
keys, while our attack recovers one particular key. Recovering one of n keys and
recovering one particular key are two different types of attacks being used in
different scenarios, so it is not meaningful to simply compare their complexities.

6.4 Conclusion

In this chapter, we show that the resynchronization mechanisms of LEX is vulner-
able to a slide attack that is develped against block cipher. It is not so surprising
since LEX is based on a block cipher.



Chapter 7

Resynchronization Attack IV

Differential Attack on Py, Py6 and Pypy

Abstract. Py and Pypy are efficient array-based stream ciphers designed by
Biham and Seberry. Both were submitted to the eSTREAM competition. This
chapter shows that Py and Pypy are practically insecure. If one key is used
with about 216 IVs with special differences, with high probability two identical
keystreams will appear. This can be exploited in a key recovery attack. For
example, for a 16-byte key and a 16-byte IV, 223 chosen IVs can reduce the
effective key size to 3 bytes. For a 32-byte key and a 32-byte IV, the effective
key size is reduced to 3 bytes with 224 chosen IVs. Py6, a variant of Py, is more
vulnerable to these attacks.

7.1 Introduction

RC4 has inspired the design of a number of fast stream ciphers, such as ISAAC
[72], Py [25], Pypy [26] and MV3 [78]. RC4 was designed by Rivest in 1987.
Being the most widely used software stream cipher, RC4 is extremely simple
and efficient. At the time of the invention of RC4, its array based design was
completely different from the previous stream ciphers mainly based on linear
feedback shift registers.

There are two main motives to improve RC4. One motive is that RC4 is
byte oriented, so we need to design stream ciphers that can run more efficiently
on today’s 32-bit microprocessors. Another motive is to strengthen RC4 against
various attacks [59, 82, 95, 51, 50, 86, 94, 106, 84, 85]. Two of these attacks
affect the security of RC4 in practice: the broadcast attack which exploits the
weakness that the first few keystream bytes are heavily biased [86], and the key
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recovery attack using related IVs [50] which results in the practical attack on
RC4 in WEP [84]. These two serious weaknesses are caused by the imperfection
in the initialization of RC4.

Recently Biham and Seberry proposed the stream cipher Py [25] which is
related to the design of RC4. Py is one of the fastest stream ciphers on 32-bit
processors (about 2.5 times faster than RC4). A distinguishing attack against
Py was found by Paul, Preneel and Sekar [109]. In that attack, the keystream
can be distinguished from random with about 288 bytes. Later, the attack was
improved by Crowley [37], and the data required in the attack is reduced to 272.
In order to resist the distinguishing attack on Py, the designers of Py decided to
discard half of the outputs, i.e., the first output of the two outputs at each step
is discarded. The new version is called Pypy [26]. Py and Pypy are selected as
focus ciphers in the Phase 2 of the ECRYPT eSTREAM project.

The initializations of Py and Pypy are identical. In this chapter, we show
that there are serious flaws in the initialization of Py and Pypy, thus these two
ciphers are vulnerable to differential cryptanalysis [27]. Two keystreams can be
identical if a key is used with about 216 IVs with special differences. It is a
practical threat since the set of IVs required in the attack may appear with high
probability in applications. Then we show that part of the key of Py and Pypy
can be recovered with chosen IVs. For a 16-byte key and a 16-byte IV, 223 chosen
IVs can reduce the effective key size to 3 bytes.

Py6 [25] is a variant of Py with reduced internal state size. We show that
Py6 is more vulnerable to the attacks against Py and Pypy.

This chapter is organized as follows. In Sect. 7.2, we illustrate the key and IV
setups of Py and Pypy. Section 7.3 describes the attack of generating identical
keystreams. The key recovery attack is given in Sect. 7.4. In Sect. 7.5, we outline
the attacks against Py6. Section 7.6 concludes this chapter.

7.2 The Specifications of Py and Pypy

Py and Pypy are two synchronous stream ciphers supporting key and IV sizes
up to 256 bytes and 64 bytes, respectively. The initializations of Py and Pypy
are identical. The initialization consists of two stages: key setup and IV setup.

In the following descriptions, P is an array with 256 8-bit elements. Y is
an array with 260 32-bit elements, s is a 32-bit integer. YMININD = −3,
YMAXIND = 256. The table ‘internal permutation’ is a constant permutation
table with 256 elements. ‘∧’ and ‘&’ in the pseudo codes denote binary XOR and
AND operations, respectively. ‘u8’ and ‘u32’ mean ‘unsigned 8-bit integer’ and
‘unsigned 32-bit integer’, respectively. ‘ROTL32(a,n)’ means that the 32-bit a is
left rotated over n bits.
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7.2.1 The key setup

The key setups of Py and Pypy are identical. In the key setup, the key is used
to initialize the array Y . The description is given below.

keysizeb=size of key in bytes;
ivsizeb=size of IV in bytes;
YMININD = -3; YMAXIND = 256;
s = internal_permutation[keysizeb-1];
s = (s<<8) | internal_permutation[(s ^ (ivsizeb-1))&0xFF];
s = (s<<8) | internal_permutation[(s ^ key[0])&0xFF];
s = (s<<8) | internal_permutation[(s ^ key[keysizeb-1])&0xFF];
for(j=0; j<keysizeb; j++)
{

s = s + key[j];
s0 = internal_permutation[s&0xFF];
s = ROTL32(s, 8) ^ (u32)s0;

}
/* Again */
for(j=0; j<keysizeb; j++)
{

s = s + key[j];
s0 = internal_permutation[s&0xFF];
s ^= ROTL32(s, 8) + (u32)s0;

}
/* Algorithm C is the following ‘for’ loop */
for(i=YMININD, j=0; i<=YMAXIND; i++)
{

s = s + key[j];
s0 = internal_permutation[s&0xFF];
Y(i) = s = ROTL32(s, 8) ^ (u32)s0;
j = (j+1) mod keysizeb;

}

7.2.2 The IV setup

The IV setups of Py and Pypy are identical. In the IV setup, the IV is used to
affect every bit of the internal state. EIV is a temporary byte array with the
same size as the IV. The IV setup is given below.

/* Create an initial permutation */
u8 v= iv[0] ^ ((Y(0)>>16)&0xFF);
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u8 d=(iv[1 mod ivsizeb] ^ ((Y(1)>>16)&0xFF))|1;
for(i=0; i<256; i++)
{

P(i)=internal_permutation[v];
v+=d;

}
/* Now P is a permutation */
/* Initial s */
s = ((u32)v<<24)^((u32)d<<16)^((u32)P(254)<<8)^((u32)P(255));
s ^= Y(YMININD)+Y(YMAXIND);

/* Algorithm A is the following ‘for’ loop */
for(i=0; i<ivsizeb; i++)
{

s = s + iv[i] + Y(YMININD+i);
u8 s0 = P(s&0xFF);
EIV(i) = s0;
s = ROTL32(s, 8) ^ (u32)s0;

}
/* Again, but with the last words of Y, and update EIV */
/* Algorithm B is the following ‘for’ loop */
for(i=0; i<ivsizeb; i++)
{

s = s + iv[i] + Y(YMAXIND-i);
u8 s0 = P(s&0xFF);
EIV(i) += s0;
s = ROTL32(s, 8) ^ (u32)s0;

}

/*updating the rolling array and s*/
for(i=0; i<260; i++)
{

u32 x0 = EIV(0) = EIV(0)^(s&0xFF);
rotate(EIV);
swap(P(0),P(x0));
rotate(P);
Y(YMININD)=s=(s^Y(YMININD))+Y(x0);
rotate(Y);

}
s=s+Y(26)+Y(153)+Y(208);
if(s==0)
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s=(keysizeb*8)+((ivsizeb*8)<<16)+0x87654321;

7.2.3 The keystream generation

After the key and IV setup, the keystream is generated. One step of the keystream
generation of Py is given below. Note that the first output at each step is dis-
carded in Pypy.

/* swap and rotate P */
swap(P(0), P(Y(185)&0xFF));
rotate(P);

/* Update s */
s+=Y(P(72)) - Y(P(239));
s=ROTL32(s, ((P(116) + 18)&31));

/* Output 8 bytes (least significant byte first) */
output ((ROTL32(s, 25) ^ Y(256)) + Y(P(26)));
output (( s ^ Y(-1)) + Y(P(208)));

/* Update and rotate Y */
Y(-3)=(ROTL32(s, 14) ^ Y(-3)) + Y(P(153));
rotate(Y);

7.3 Identical Keystreams

We notice that the IV appears only in the IV setup algorithm described in
Sect. 7.2.2. At the beginning of the IV setup, only 15 bits of the IV (iv[0]
and iv[1]) are applied to initialize the array P and s (the least significant bit of
iv[1] is not used). For an IV pair, if those 15 bits are identical, then the resulting
P are the same. Then we notice that the IV is applied to update s and EIV as
follows.

for(i=0; i<ivsizeb; i++)
{

s = s + iv[i] + Y(YMININD+i);
u8 s0 = P(s&0xFF);
EIV(i) = s0;
s = ROTL32(s, 8) ^ (u32)s0;

}
for(i=0; i<ivsizeb; i++)
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{
s = s + iv[i] + Y(YMAXIND-i);
u8 s0 = P(s&0xFF);
EIV(i) += s0;
s = ROTL32(s, 8) ^ (u32)s0;

}

We call the first ‘for’ loop Algorithm A, and the second ‘for’ loop Algorithm B.
In the following, we give two types of IV pairs that result in identical keystreams.

7.3.1 IVs differing in two bytes

We illustrate the attack with an example. Suppose that two IVs, iv1 and iv2,
differing in only two consecutive bytes with iv1[i]⊕iv2[i] = 1, the least significant
bit of iv1[i] is 1, iv1[i + 1] 6= iv2[i + 1] (1 ≤ i ≤ ivsizeb − 1), and iv1[j] = iv2[j]
for 0 ≤ j < i and i + 1 < j ≤ ivsizeb − 1. We trace how the difference in IV
affects s and EIV in Algorithm A. At the ith step in Algorithm A,

s = s + iv[i] + Y(YMININD+i);
u8 s0 = P(s&0xFF);
EIV(i) = s0;
s = ROTL32(s, 8) ^ (u32)s0;

At the end of the ith step, EIV1[i] 6= EIV2[i]. Let β1 = EIV1[i], and β2 =
EIV2[i]. We obtain that s1 − s2 = 256 + δ1, where δ1 = (β1 ⊕ x)− (β2 ⊕ x), and
x = ROTL32(s, 8). Then we look at the next step.

s = s + iv[i+1] + Y(YMININD+i+1);
u8 s0 = P(s&0xFF);
EIV(i+1) = s0;
s = ROTL32(s, 8) ^ (u32)s0;

Because iv1[i+1] 6= iv2[i+1], if iv2[i+1]− iv1[i+1] = δ1, then s1 and s2 become
identical with high probability. Let s1 = s2 with probability p1. Based on the
simulation, we obtain that p1 = 2−10.6. If s1 = s2, then EIV1[i+1] = EIV2[i+1],
and in the following steps i + 2, i + 3, · · · , i + ivsizeb− 1 in Algorithm A, s1 and
s2 remain the same, and EIV1[j] = EIV2[j] for j 6= i.

After Algorithm A, the iv[i] and iv[i+1] are used again to update s and EIV
in Algorithm B. At the ith step in Algorithm B,

s = s + iv[i] + Y(YMAXIND-i);
u8 s0 = P(s&0xFF);
EIV(i) += s0;
s = ROTL32(s, 8) ^ (u32)s0;



7.3. IDENTICAL KEYSTREAMS 75

At the end of this step, EIV1[i] = EIV2[i] with probability 1
255 . Let γ1 = s01,

and γ2 = s02. If EIV1[i] = EIV2[i], we know that γ2 − γ1 = β1 − β2. At the
end of this step, s1 − s2 = 256 + δ2, where δ2 = (γ1 ⊕ y) − (γ2 ⊕ y), and y is
ROTL32(s,8). Note that δ1 and δ2 are correlated since γ2 − γ1 = β1 − β2. Then
we look at the next step.

s = s + iv[i+1] + Y(YMAXIND-i-1);
u8 s0 = P(s&0xFF);
EIV(i+1) += s0;
s = ROTL32(s, 8) ^ (u32)s0;

At the end of this step, if iv2[i + 1] − iv1[i + 1] = δ2, then s1 and s2 become
identical with high probability. Note that iv2[i + 1] − iv1[i + 1] = δ1, and δ1

and δ2 are correlated, so iv2[i + 1]− iv1[i + 1] = δ2 with probability larger than
2−8. Let s1 = s2 with probability p′1. Based on a simulation, we obtain that
p′1 = 2−5.6. Once the two s values are identical, EIV1[i + 1] = EIV2[i + 1], and
in the following steps i + 2, i + 3, · · · , i + ivsize− 1 in Algorithm B, s1 and s2

remain the same, and EIV1[i + 2] = EIV2[i + 2], EIV1[i + 3] = EIV2[i + 3], · · · ,
EIV1[i + ivsize− 1] = EIV2[i + ivsize− 1].

Thus after introducing the IV to update s and EIV , s1 = s2 and EIV1 =
EIV2 with probability p1 × 1

255 × p′1 ≈ 2−24.2.
Note that once an IV has been introduced in Algorithm A and B, the IV is

not used in the rest of the IV setup. Thus once s1 = s2 and EIV1 = EIV2 at the
end of Algorithm B, we know that those two keystreams will be the same.

Experiment 7.1. We use 214 random 128-bit keys in the attack. For each
key, we randomly generate 216 pairs of 128-bit IV that differ in only two bytes:
iv1[6]⊕iv2[6] = 1, iv1[7] 6= iv2[7]. We found that 111 pairs of those 230 keystream
pairs are identical. For example, for the key (08 da f2 35 a3 d5 94 e2 85 cc 68
ba 7e 10 8a b4), and the IV pair (6e e7 09 b1 35 85 2f 07 1a fe 3f 50 a8 84 30
11) and (6e e7 09 b1 35 85 2e 80 1a fe 3f 50 a8 84 30 11), the two keystreams are
identical, and the first 16 keystream bytes of Pypy are (6f eb ca 18 54 3f 59 96
b6 17 8a 54 6e bd 45 1f).

From the experiment, we deduce that for an IV pair with the required difference,
the two keystreams are identical with probability about 111

230 = 2−23.2, about twice
the theoretical value.

The IV difference at two bytes. In the above analysis, the difference is chosen
as iv1[i] ⊕ iv2[i] = 1, iv1[i + 1] 6= iv2[i + 1] (i ≥ 1). We can generalize this type
of IV difference so that iv1[i] and iv2[i] can take other differences. As long as
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(iv1[i]− iv2[i]) mod 256 = 1 or 255, iv1[i + 1] 6= iv2[i + 1] (i ≥ 2), there is a
non-zero probability that the two keystreams can be identical.

For example, if iv1[i]⊕ iv2[i] = 3, the two least significant bits of iv1[i] are 01
or 10, and iv1[i + 1] 6= iv2[i + 1] (i ≥ 2), then two identical keystreams appear
with probability 2−23.2. On average, if iv1[i]−iv2[i] = 1, and iv1[i+1] 6= iv2[i+1]
(i ≥ 2), then two identical keystreams appear with probability 2−26.4.

7.3.2 IVs differing in three bytes

In the above attack, we deal with the ith and (i + 1)th bytes of the IV, and use
the difference at iv[i + 1] to eliminate the difference introduced by iv[i] in s. In
the following, we introduce another type of difference to deal with the situation
when the difference at iv[i+1] cannot eliminate the difference introduced by iv[i]
in s. The solution is to introduce a difference in iv[i + 4].

We illustrate the attack with an example. Suppose that two IVs, iv1 and iv2,
differ in only three bytes iv1[i] ⊕ iv2[i] = 0x80, the most significant bit of iv1[i]
is 1, iv1[i + 1] 6= iv2[i + 1], iv1[i + 4]⊕ iv2[i + 4] = 0x80, and the most significant
bit of iv1[i+4] is 0, where i ≥ 2. We trace how the difference affects s and EIV .
At the ith step in Algorithm A,

s = s + iv[i] + Y(YMININD+i);
u8 s0 = P(s&0xFF);
EIV(i) = s0;
s = ROTL32(s, 8) ^ (u32)s0;

At the end of this step, EIV1[i] 6= EIV2[i], and s1 − s2 = 0x8000 + δ1, where δ1

is the difference of two different 8-bit numbers. Then we look at the next step.

s = s + iv[i+1] + Y(YMININD+i+1);
u8 s0 = P(s&0xFF);
EIV(i+1) = s0;
s = ROTL32(s, 8) ^ (u32)s0;

Because iv1[i + 1] 6= iv2[i + 1], s1 − s2 = 0x8000 with probability p2 = 2−8. If
s1 − s2 = 0x8000, then EIV1[i + 1]⊕ EIV2[i + 1] = 0.

Since v1[i + 2] = v2[i + 2], at the end of the (i + 2)th step of Algorithm A,
EIV1[i + 2] = EIV2[i + 2], and s1 − s2 = 0x800000 with probability close to 1.

Since v1[i + 3] = v2[i + 3], at the end of the (i + 3)th step of Algorithm A,
EIV1[i + 3] = EIV2[i + 3], and s1− s2 = 0x80000000 with probability close to 1.
Now consider the (i + 4)th step.

s = s + iv[i+4] + Y(YMININD+i+4);
u8 s0 = P(s&0xFF);
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EIV(i+4) = s0;
s = ROTL32(s, 8) ^ (u32)s0;

At the end of this step, the probability that EIV1[i + 4] = EIV2[i + 4], and
s1 = s2 is 1. So for the above 5 steps, s1 = s2 with probability p2. Once s1 = s2,
in the following steps i + 5, i + 6, · · · , i + ivsize− 1 in Algorithm A, the s1 and
s2 remain the same, and EIV1[i + 5] = EIV2[i + 5], EIV1[i + 6] = EIV2[i + 6],
· · · , EIV1[i + ivsize− 1] = EIV2[i + ivsize− 1].

Then iv[i] and iv[i + 1] are used again to update s and EIV . With a similar
analysis, we can show that at the end of the updating, EIV1 = EIV2, s1 = s2

with probability about (p2)2 × 1
255 ≈ 2−24. (As shown in the experiment in the

next subsection, this probability is about 2−22.9.)

The IV difference at three bytes. In the above analysis, the difference is
chosen at only three bytes, iv1[i] ⊕ iv2[i] = 0x80, the most significant bit of
iv1[i] is 1, iv1[i + 1] 6= iv2[i + 1], iv1[i + 4] ⊕ iv2[i + 4] = 0x80, and the most
significant bit of iv1[i + 4] is 0 (i ≥ 2). For this type of IV difference, we can
generalize it so that iv1[i] and iv2[i] can choose other differences instead of 0x80.
In fact, once we set the difference as iv1[i] − iv2[i] = iv2[i + 4] − iv1[i + 4],
iv1[i + 1] 6= iv2[i + 1] (i ≥ 2), then the two keystreams are identical
with probability close to 2−23. For two IVs different only at three bytes, if
iv1[1] ⊕ iv2[1] = 1, iv1[2] 6= iv2[2], and iv1[1] − iv2[1] = iv2[5] − iv1[5], then this
IV pair is also weak.

7.3.3 Improving the attack

The number of IVs required to generate identical keystreams can be reduced in
practice. The idea is to generate more IV pairs from a group of IVs. For the IV
pair with a two-byte difference iv1[i] ⊕ iv2[i] = 1, iv1[i + 1] 6= iv2[i + 1], if iv[2]
takes all the 256 values, then we can obtain 255 × 255 = 215.99 IV pairs with
the required differences from 512 IVs. Thus with 512 chosen IVs, the probability
that there is one pair of identical keystreams becomes 215.99 × 2−23.2 ≈ 2−7.2.
With about 27.2 × 512 = 216.2 IVs, identical keystreams can be obtained.

Experiment 7.2. We use 216 random 128-bit keys in the improved attack. For
each key, we generate 512 128-bit IVs with the values of the least significant bit
of iv[4] and the eight bits of iv[5] choosing all the 512 possible values, while all
the other 119 IV bits remain unchanged for each key (but those 119 IV bits are
random from key to key). Then we obtain 255 × 255 = 215.99 IV pairs with the
required difference. Among these 216 × 215.99 ≈ 232 IV pairs, 447 IV pairs result
in identical keystreams.
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The above experiment shows that with 216 × 512 = 225 selected IVs, 447 IVs
result in identical keystreams. It shows that two identical keystreams appear for
every 225

447 = 216.2 IVs.

For the IV pair with three-byte difference, a similar improvement can also be
applied.

Experiment 7.3. We use 216 random 128-bit keys in the improved attack. For
each key, we generate 512 128-bit IVs with the values of the most significant bit
of iv[4] and the eight bits of iv[5] choosing all the 512 possible values, and the
most significant bit of iv[8] is different from the most significant bit of iv[4], while
all the other 118 IV bits remain unchanged for each key (but those 118 IV bits
are randomly generated for each key). Then we obtain 255 × 255 = 215.99 IV
pairs with the required difference. Among these 216 × 215.99 ≈ 232 IV pairs, 570
IV pairs result in identical keystreams.

The above experiment shows that with 216 × 512 = 225 selected IVs, 570 IVs
result in identical keystreams. It means that two identical keystreams appear for
every 225

570 = 215.9 IVs.

Remarks. The attacks show that the Py and Pypy are practically insecure. In
the application, if the IVs are generated from a counter, or if the IV is short
(such as 3 or 4 bytes), then the special IVs (with the differences as illustrated
above) appear with high probability, and identical keystreams can be obtained
with high probability.

7.4 Key Recovery Attack on Py and Pypy

In this section, we develop a key recovery attack against Py and Pypy by ex-
ploiting the collision in the internal state. The key recovery attack consists of
two stages: recovering part of the array Y in the IV setup and recovering the key
information from Y in the key setup.

7.4.1 Recovering part of the array Y

We use the following IV differences to illustrate the attack (the other IV dif-
ferences can also be used). Let two IVs iv1 and iv2 differ only in two bytes,
iv1[i] ⊕ iv2[i] = 1, iv1[i + 1] 6= iv2[i + 1] (i ≥ 1), and the least significant bit of
iv1[i] be 1. This type of IV pair results in identical keystreams with probability
2−23.2.
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We first recover part of Y from Algorithm A in the IV setup (more information
of Y will be recovered from Algorithm B).

Note that the permutation P in Algorithm A is unknown. According to the
IV setup algorithm, there is 15 bits of secret information in P , i.e., there are
at most 215 possible permutations. During the recovery of Y , we assume that
P is known (the effect of the 15-bit secret information in P will be analyzed in
Sect. 7.4.2). For ivm, denote the s at the end of the jth step of Algorithm A
as sm

j , and denote the least and most significant bytes of sm
j as sm

j,0 and sm
j,3,

respectively. Denote the least and most significant bytes of Y (j) with Yj,0 and
Yj,3, respectively. Note that in Algorithm A, Y remains the same for all the IVs.
Denote ξ as a binary random variable with value 0 with probability 0.5. Denote
with B(x) a function that gives the least significant byte of x. If the keystreams
for iv1 and iv2 identical, then from the analysis given in Sect. 7.3.1, we know
that s1

i+1 = s2
i+1, i.e.,

s1
i + iv1[i + 1] = s2

i + iv2[i + 1] . (7.1)

From Algorithm A, we know

si =ROTL32(si−1 + iv[i] + Y (−3 + i), 8)
⊕ P (B(si−1 + iv[i] + Y (−3 + i)))

(7.2)

Thus we obtain

si,0 = P (B(si−1,0 + iv[i] + Y (−3 + i)))⊕B(si−1,3 + Y (−3 + i) + ξi) , (7.3)
(s1

i − s1
i,0)− (s2

i − s2
i,0) = (iv1[i]− iv2[i]) << 8 = 256 , (7.4)

where ξi is caused by the carry bits at the 24th least significant bit position when
iv[i] and Y (−3 + i) are introduced, and (7.4) holds with probability 1 − 2−15.
From (7.1), (7.3) and (7.4), we obtain

(P (B(s1
i−1,0 + iv1[i] + Y−3+i,0))⊕B(s1

i−1,3 + Y−3+i,3 + ξi,1)) + 256 + iv1[i + 1]

= (P (B(s2
i−1,0 + iv2[i] + Y−3+i,0))⊕B(s2

i−1,3 + Y−3+i,3 + ξi,2)) + iv2[i + 1] ,
(7.5)

where ξi,1 = ξi,2 with probability 1 − 2−15 since the iv[i] has a negligible effect
on the value of ξ1 and ξ2. In the following, we use ξi to represent ξi,1 and ξi,2.

Denote ivθ as a fixed IV with the first i bytes being identical to all the IVs
with differences only at iv[i] and iv[i + 1]. Thus sθ

i−1,0 = s1
i−1,0 = s2

i−1,0, and
sθ

i−1,3 = s1
i−1,3 = s2

i−1,3. (7.5) becomes

(P (B(sθ
i−1,0 + iv1[i] + Y−3+i,0))⊕B(sθ

i−1,3 + Y−3+i,3 + ξi)) + 256 + iv1[i + 1]

= (P (B(sθ
i−1,0 + iv2[i] + Y−3+i,0))⊕B(sθ

i−1,3 + Y−3+i,3 + ξi)) + iv2[i + 1] .
(7.6)
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Using another IV pair different at iv[i] and iv[i + 1], and the first i bytes being
the same as ivθ, another equation (7.6) can be obtained if there is a collision
in their internal states. Suppose that several equations (7.6) are available. We
consider that the value of ξi is independent of iv[i] in the following attack since
ξi is affected by iv[i] with small probability 2−15. We can recover the values
of B(sθ

i−1,0 + Y−3+i,0) and B(sθ
i−1,3 + Y−3+i,3 + ξi). From the experiment, we

find that if there are two equations (7.6), on average the correct values can be
recovered together with 5.22 wrong values. If there are three, four, five, six,
seven equations (7.6), in average the correct values can be recovered together
with 1.29, 0.54, 0.25, 0.12, 0.06 wrong values, respectively. It shows that the
values of B(sθ

i−1,0 +Y−3+i,0) and B(sθ
i−1,3 +Y−3+i,3 +ξi) can be determined with

only a few equations (7.6).
After recovering several consecutive B(sθ

i−1,0+Y−3+i,0) and B(sθ
i−1,3+Y−3+i,3+

ξi) (i ≥ 1), we proceed to recover part of the information of the array Y . From
the values of B(sθ

i−1,0 +Y−3+i,0), B(sθ
i−1,3 +Y−3+i,3 +ξi) and (7.3), we determine

the value of sθ
i,0. From the values of B(sθ

i,0 + Y−3+i+1,0) and sθ
i,0, we know the

value of Y−3+i+1,0.

Generating the equations (7.6). The above attack can only be successful if
we can find several equations (7.6) with the same sθ

i−1,0 and sθ
i−1,3. In the follow-

ing, we illustrate how to obtain these equations for 2 ≤ i ≤ ivsizeb − 3. At the
beginning of the attack, we set a fixed ivθ. For all the IVs different at only iv[i]
and iv[i + 1], we require that their first i bytes are identical to that of ivθ. Let
the least significant bit of iv[i] and the 8 bits of iv[i+1] choose all the 512 values,
and the other 119 bits remain unchanged, then we obtain a 255 × 255 ≈ 216

desired IV pairs. We call these 512 IVs a desired IV group. According to Exper-
iment 7.2, this type of IV pair results in identical keystreams with probability
2−23.2, we thus obtain 2−23.2

216 = 2−7.2 identical keystream pairs from one desired
IV group. It means that we can obtain 2−7.2 equations (7.1) from one desired
IV group. We modify the values of the 7 most significant bits of iv1[i] and iv2[i],
and 3 bits of iv1[i + 2] and iv2[i + 2], then we obtain 27 × 23 = 210 desired IV
groups. From these desired IV groups, we obtain 210×2−7.2 = 7 equations (7.1).
There are 27× 23× 29 = 219 IVs being used in the attack. To find all the si,0 for
2 ≤ i ≤ ivsizeb− 3, we need (ivsizeb− 4)× 219 IVs in the attack.

We are able to recover sθ
i,0 for 2 ≤ i ≤ ivsizeb − 3, which implies that we can

recover the values of Y−3+i,0 for 3 ≤ i ≤ ivsizeb− 3. Then we proceed to recover
more information of Y by considering Algorithm B. Applying an attack similar
to the above attack and reusing the IVs, we can recover the values of Y256−i,0 for
3 ≤ i ≤ ivsizeb− 3.

Thus with (ivsizeb − 4) × 219 IVs, we are able to recover 2 × (ivsizeb − 6)
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bytes of Y : Y−3+i,0 and Y256−i,0 for 3 ≤ i ≤ ivsizeb− 3.

7.4.2 Recovering the key

In the above analysis, we recovered the values of Y−3+i,0 and Y256−i,0 for 3 ≤ i ≤
ivsizeb−3 by exploiting the difference elimination in s. Next, we will recover the
15-bit secret information in P by exploiting the difference elimination in EIV .
Denote sθ

i in Algorithm A and B as sA,θ
i and sB,θ

i , respectively. Denote EIV1[i] at
the end of Algorithm A and B as EIV A

1 [i] and EIV B
1 [i], respectively. For two IVs

differing in only iv[i] and iv[i + 1] and generating identical keystreams, EIV A
1 [i],

EIV A
2 [i], EIV B

1 [i] and EIV B
2 [i] are computed as:

EIV A
1 [i] = P (B(sA,θ

i−1,0 + iv1[i] + Y−3+i,0)) (7.7)

EIV A
2 [i] = P (B(sA,θ

i−1,0 + iv2[i] + Y−3+i,0)) (7.8)

EIV B
1 [i] = EIV A

1 [i] + P (B(sB,θ
i−1,0 + iv1[i] + Y256−i,0)) (7.9)

EIV B
2 [i] = EIV A

2 [i] + P (B(sB,θ
i−1,0 + iv2[i] + Y256−i,0)) (7.10)

Since the two keystreams are identical, it is required that

EIV B
1 [i] = EIV B

2 [i] . (7.11)

Note that the values of B(sA,θ
i−1,0+Y−3+i,0) and B(sB,θ

i−1,0+Y256−i,0) are determined
when we recover part of Y from Algorithm A and Algorithm B, respectively.
Eight bits of information on P is revealed from (7.7),(7.8),(7.9),(7.10) and (7.11).
In Sect. 7.4.1, there are about 7 pairs of IVs resulting in identical keystreams for
each value of i. Thus P can be recovered completely.

We proceed to recover the key information. We consider the last part of the
key schedule:

for(i=YMININD, j=0; i<=YMAXIND; i++)
{

s = s + key[j];
s0 = internal_permutation[s&0xFF];
Y(i) = s = ROTL32(s, 8) ^ (u32)s0;
j = (j+1) mod keysizeb;

}

We call the above algorithm Algorithm C. From Algorithm C, we obtain the
following relation:

B(Y−3+i,0 + key[i + 1 mod keysizeb] + ξ′i)
⊕ P ′(B(Y−3+i+3,0 + key[i + 4 mod keysizeb])) = Y−3+i+4,0 ,

(7.12)
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where P ′ indicates the ‘internal permutation’, ξ′i indicates the carry bit noise
introduced by key[i + 2] and key[i + 3]; it is computed as ξ′i ≈ (key[i + 2] +
Y−3+i+1,0) >> 8. The value of the bit ξ′i is 0 with probability about 0.5.

Once the values of Y−3+i,0 (3 ≤ i ≤ ivsizeb−3) are known, we find a relation
(7.12) linking key[i + 1 mod keysizeb] and key[i + 4 mod keysizeb] for 3 ≤ i ≤
ivsizeb − 7. Each relation leaks at least 7 bits of key[i + 1 mod keysizeb] and
key[i + 4 mod keysizeb]. The values of Y256−i,0 (3 ≤ i ≤ ivsizeb − 3) are also
known, thus we can find a relation (7.12) linking key[i + 1 mod keysizeb] and
key[i+4 mod keysizeb] for 262−ivsizeb ≤ i ≤ 252. Thus there are 2×(ivsizeb−
9) relations (7.12) linking the key bytes.

For the 16-byte key and 16-byte IV, 14 relations (7.12) can be obtained: 7
relations linking key[i] and key[i + 3] for 4 ≤ i ≤ 10, and another 7 relations
(7.12) linking key[i] and key[i + 3 mod 16] for 7 ≤ i ≤ 13. There are 13 key
bytes in these 14 relations (7.12). Note that the randomness of ξ′i does not
affect the overall attack (once we guess the values of key[4], key[5] and key[6],
then we obtain the other key bytes key[j] (7 ≤ j ≤ 15), key[0], and all the ξ′j
(3 ≤ j ≤ 9 and 247 ≤ j ≤ 249). Thus these 14 relations are sufficient to recover
the 13 key bytes. The effective key size is reduced to 3 bytes and these three
bytes can be found easily with brute force search.

For the 32-byte key and 32-byte IV, 46 relations (7.12) can be obtained: 23
relations linking key[i] and key[i + 3] for 4 ≤ i ≤ 26, and another 23 relations
(7.12) linking key[i] and key[i+3 mod 32] for 7 ≤ i ≤ 29. There are 29 key bytes
in these 46 relations. The effective key size is again reduced to 3 bytes.

7.5 The Security of Py6

Py6 is a variant of Py with reduced internal state size. The array P is a permu-
tation with only 64 elements, and the array Y has 68 entries. Py6 was proposed
to achieve fast initialization, but it is weaker than Py. Paul and Preneel has
developed distinguishing attack against Py6 with data complexity 268.6 [110].
In the following, we show that identical keystreams are genereated from Py6
with high probability. There is no detailed description of the key and IV setups
of Py6. Thus we use the source code of Py6 submitted to eSTREAM as refer-
ence. In our experiment, the following IV differences are used: iv1[i]−iv2[i] = 32,
iv1[i+1] 6= iv2[i+1], iv1[i+1] >> 6 = iv2[i+1] >> 6, and iv2[i+5]−iv1[i+5] = 8
(i ≥ 2). After testing 230 pairs with the original Py6 source code, we found that
identical keystreams appear with probability 2−11.45. This probability is much
larger than the probability 2−23 for Py and Pypy. It shows that Py6 is much
weaker than Py and Pypy.
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7.6 Conclusion

In this chapter, we developed practical differential attacks against Py, Py6 and
Pypy: the identical keystreams appear with high probability, and the key infor-
mation can be recovered when the IV size is more than 9 bytes. To resist the
attacks given in this chapter, we suggest that the IV setup be performed in an
invertible way.

Several ciphers in the eSTREAM competition have been broken due to the
flaws in their IV setups: DECIM [130], WG [131], LEX [131], Py, Pypy and
VEST [77]. We should pay great attention to the design of the stream cipher IV
setup.
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Chapter 8

The Stream Cipher HC-256

Abstract. The stream cipher HC-256 is proposed in this chapter. It generates
keystream from a 256-bit secret key and a 256-bit initialization vector. HC-
256 consists of two secret tables, each one with 1024 32-bit elements. The two
tables are used as S-Box alternatively. At each step one element of a table is
updated and one 32-bit output is generated. The encryption speed of the C
implementation of HC-256 is about 1.9 bits per clock cycle (4.2 clock cycles per
byte) on the Intel Pentium 4 processor.

8.1 Introduction

Stream ciphers are used for shared-key encryption. The modern software efficient
stream ciphers can run 4-to-5 times faster than block ciphers. However, very few
efficient and secure stream ciphers have been published. Even the most widely
used stream cipher RC4 [114] has several weaknesses [60, 82, 95, 51, 50, 86, 94].
In the recent NESSIE project all the six stream cipher submissions cannot meet
the stringent security requirements [105]. In this chapter we aim to design a very
simple, secure, software-efficient and freely-available stream cipher.

HC-256 is the stream cipher we propose in this chapter. It consists of two
secret tables, each one with 1024 32-bit elements. At each step we update one
element of a table with non-linear feedback function. Every 2048 steps all the
elements of the two tables are updated. At each step, HC-256 generates one
32-bit output using the 32-bit-to-32-bit mapping similar to that being used in
Blowfish [116]. Then the linear masking is applied before the output is generated.

In the design of HC-256, we take into consideration the superscalar feature
of modern (and future) microprocessors. Without compromising the security,
we try to reduce the dependency between operations. The dependency between
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the steps is reduced so that three consecutive steps can be computed in parallel.
At each step, three parallel additions are used in the feedback function and
three additions are used to combine the four table lookup outputs instead of the
addition-xor-addition being used in Blowfish (a similar idea has been suggested
by Schneier and Whiting to use three xors to combine those four terms [117]).

With the high degree of parallelism, HC-256 runs very efficiently on the mod-
ern processor. We implemented HC-256 in C and tested its performance on the
Pentium 4 processor. The encryption speed of HC-256 reaches 1.93 bit/cycle.

This chapter is organized as follows. We introduce HC-256 in Sect. 8.2. The
security of HC-256 is analyzed in Sect. 8.3. Section 8.4 discusses the implemen-
tation and performance of HC-256. Section 8.5 concludes this chapter.

8.2 Stream Cipher HC-256

In this section, we describe the stream cipher HC-256. From a 256-bit key and a
256-bit initialization vector, it generates keystream with a length up to 2128 bits.

8.2.1 Operations, variables and functions

The following operations are used in HC-256:

+ : x + y means x + y mod 232, where 0 ≤ x < 232 and 0 ≤ y < 232

¯ : x ¯ y means x− y mod 1024
⊕ : bit-wise exclusive OR
|| : concatenation
>> : right shift operator. x >> n means x being right shifted over n

bit positions.
<< : left shift operator. x << n means x being left shifted over n bit

positions.
>>> : right rotation operator. x >>> n means x being rotated to the

right over n bit positions.

Two tables P and Q are used in HC-256. The key and the initialization vector of
HC-256 are denoted as K and IV . We denote the keystream being generated as s.



8.2. STREAM CIPHER HC-256 87

P : a table with 1024 32-bit elements. Each element is denoted as P [i]
with 0 ≤ i ≤ 1023.

Q : a table with 1024 32-bit elements. Each element is denoted as
Q[i] with 0 ≤ i ≤ 1023.

K : the 256-bit key of HC-256.
IV : the 256-bit initialization vector of HC-256.
s : the keystream being generated from HC-256. The 32-bit output

of the ith step is denoted as si. Then s = s0||s1||s2|| · · ·
There are six functions being used in HC-256. f1(x) and f2(x) are the same as
the σ

{256}
0 (x) and σ

{256}
1 (x) being used in the message schedule of SHA-256 [100].

For g1(x) and h1(x), the table Q is used as S-box. For g2(x) and h2(x), the table
P is used as S-box.

f1(x) = (x >>> 7)⊕ (x >>> 18)⊕ (x >> 3)
f2(x) = (x >>> 17)⊕ (x >>> 19)⊕ (x >> 10)

g1(x, y) = ((x >>> 10)⊕ (y >>> 23)) + Q[(x⊕ y) mod 1024]
g2(x, y) = ((x >>> 10)⊕ (y >>> 23)) + P [(x⊕ y) mod 1024]

h1(x) = Q[x0] + Q[256 + x1] + Q[512 + x2] + Q[768 + x3]
h2(x) = P [x0] + P [256 + x1] + P [512 + x2] + P [768 + x3] ,

where x = x3||x2||x1||x0, x is a 32-bit word, x0, x1, x2 and x3 are four bytes.
x3 and x0 denote the most significant byte and the least significant byte of x,
respectively.

8.2.2 Initialization process (key and IV setup)

The initialization process of HC-256 consists of expanding the key and initializa-
tion vector into P and Q (similar to the message setup in SHA-256) and running
the cipher 4096 steps without generating output.

1. Let K = K0||K1|| · · · ||K7 and IV = IV0||IV1|| · · · ||IV7, where each Ki and
IVi denotes a 32-bit number. The key and IV are expanded into an array
Wi (0 ≤ i ≤ 2559) as:

Wi =





Ki 0 ≤ i ≤ 7
IVi−8 8 ≤ i ≤ 15
f2(Wi−2) + Wi−7 + f1(Wi−15) + Wi−16 + i 16 ≤ i ≤ 2559
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2. Update the tables P and Q with the array W .

P [i] = Wi+512 for 0 ≤ i ≤ 1023
Q[i] = Wi+1536 for 0 ≤ i ≤ 1023

3. Run the cipher (the keystream generation algorithm in Sect. 8.2.3) 4096
steps without generating output.

The initialization process completes and the cipher is ready to generate keystream.

8.2.3 The keystream generation algorithm

At each step, one element of a table is updated and one 32-bit output is gen-
erated. An S-box is used to generate only 1024 outputs, then it is updated in
the next 1024 steps. The keystream generation process of HC-256 is given below
(“¯” denotes “−” modulo 1024, si denotes the output of the i-th step).

i = 0;
repeat until enough keystream bits are generated.
{

j = i mod 1024;
if (i mod 2048) < 1024
{

P [j] = P [j] + P [j ¯ 10] + g1(P [j ¯ 3], P [j ¯ 1023] );
si = h1( P [j ¯ 12] )⊕ P [j];

}
else
{

Q[j] = Q[j] + Q[j ¯ 10] + g2(Q[j ¯ 3], Q[j ¯ 1023] );
si = h2( Q[j ¯ 12] )⊕Q[j];

}
end-if
i = i + 1;

}
end-repeat

8.2.4 Encryption and decryption

The keystream is XORed with the message for encryption. The decryption is to
XOR the keystream with the ciphertext. The test vectors of HC-256 are given
in Appendix B.1.
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8.3 Security Analysis of HC-256

We start with a brief review of the attacks on stream ciphers. Many stream
ciphers are based on the linear feedback shift registers (LFSRs) and a number
of correlation attacks, such as [120, 121, 89, 57, 93, 33, 75], were developed to
analyze them. Later Golić [58] devised the linear cryptanalysis of stream ciphers.
That technique could be applied to a wide range of stream ciphers. Recently
Coppersmith, Halevi and Jutla [36] developed distinguishing attacks (the linear
attack and low diffusion attack) on stream ciphers with linear masking.

Fast correlation attacks cannot be applied to HC-256 because HC-256 uses
non-linear feedback functions to update the two tables P and Q. The output
function of HC-256 uses the 32-bit-to-32-bit mapping similar to that being used
in Blowfish. The analysis on Blowfish shows that it is extremely difficult to
apply linear cryptanalysis [88] to the large secret S-box. The large secret S-box
of HC-256 is updated during the keystream generation process and it is almost
impossible to develop linear relations linking the input and output bits of the
S-box. Vaudenay has found some differential weakness of a randomly generated
large S-box [124]. But it is very difficult to launch differential cryptanalysis [27]
against HC-256 since it is a synchronous stream cipher for which the keystream
generation is independent of the message.

In this section, we will analyze the security of the secret key, the randomness
of the keystream, and the security of the initialization process.

8.3.1 Period

The 65547-bit state of HC-256 ensures that the period of the keystream is ex-
tremely large. But the exact period of HC-256 is difficult to predict. The average
period of the keystream is estimated to be about 265546 (if we assume that the
invertible next-state function of HC-256 is random). The large number of states
also completely eliminates the threat of time-memory tradeoff attack on stream
ciphers [7, 59].

8.3.2 The security of the key

We begin with the study of a modified version of HC-256 (without linear mask-
ing). Our analysis shows that even for this weak version of HC-256, it is im-
possible to recover the secret key faster than exhaustive key search. The reason
is that the keystream is generated from a highly non-linear function (h1(x) or
h2(x)), so the keystream leaks a very small amount of information at each step.
Recovering P and Q requires partial information leaked from a lot of steps. Be-
cause the tables are updated in a highly non-linear way, it is difficult to retrieve
the informtion of P and Q from the leaked information.
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HC-256 with no linear masking.

For HC-256 with no linear masking, the output at the ith step is generated as si =
h1(P [i¯12] ) or si = h2(Q[i¯12] ). If two outputs generated from the same S-box
are equal, then very likely those two inputs to the S-box are equal. According
to the analysis on the randomness of the outputs of h1(x) and h2(x) given in
Sect. 8.3.3, s2048×α+i = s2048×α+j (0 ≤ i < j < 1024) with probability about
2−31. If s2048×α+i = s2048×α+j , then at the (2048 × α + j)-th step, P [i ¯ 12] =
P [j ¯12] with probability about 0.5 (31-bit information of the table P is leaked).
We note that for every 1024 steps in the range (2048× α, 2048× α + 1024), the
same S-box is used in h1(x). The probability that there are two equal outputs is(
1024

2

)× 2−31 ≈ 2−12. On average each output leaks 2−12×31
1024 ≈ 2−17 information

bits of the table P . To recover P , we need to analyze at least 1024×32
2−17 ≈ 232

outputs. Recovering P from those 232 outputs involves very complicated non-
linear equations and solving them is computationally infeasible. Recovering Q is
as difficult as recovering P . We note that the table Q is used as S-box to update
P , and vice versa. P and Q interact in such a complicated way and recovering
them from the keystream cannot be faster than exhaustive key search.

HC-256

The analysis above shows that the secret key of HC-256 with no linear masking is
secure. With the linear masking, the information leakage is greatly reduced and
it would be even more difficult to recover the secret key from the keystream. We
thus conclude that the key of HC-256 cannot be recovered faster than exhaustive
key search.

8.3.3 Randomness of the keystream

In this subsection, we investigate the randomness of the keystream of HC-256.
As large, secret and frequently updated S-boxes are used in the cipher, the most
efficient attack is to analyze the randomness of the overall 32-bit words. Under
this guideline, we developed some attacks against HC-256 with no linear masking.
Then we show that the linear masking eliminates those threats.

Keystream of HC-256 with no linear masking

The goal of the attacks on HC-256 with no linear masking is to investigate the
security weaknesses in the output and feedback functions. We developed two
attacks against HC-256 with no linear masking.
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Weakness of h1(x) and h2(x). For HC-256 with no linear masking, the output
is generated as si = h1(P [i ¯ 12]) or si = h2(Q[i ¯ 12]). Because there is
no difference between the analysis of h1(x) and h2(x), we use h(x) to refer to
h1(x) and h2(x) here. Assume that h(x) is a 32-bit-to-32-bit S-box H(x) with
randomly generated secret elements and the inputs to H are randomly generated.
Because the elements of the H(x) are randomly generated, the output of H(x)
is not uniformly distributed. If many outputs are generated from H(x), some
values in the range [0, 232) never appear and some appear with probability larger
than 2−32. Then it is straightforward to distinguish the outputs from random.
However each H(x) in HC-256 is used to generate only 1024 outputs, then it
gets updated. The direct computation of the distribution of the outputs of H(x)
from those 1024 outputs cannot be successful. Instead, we consider the collision
between the outputs of H(x). The following theorem gives the collision rate of
the outputs of H(x).

Theorem 8.3.1 Let H be an m-bit-to-n-bit S-box and all those n-bit elements
are randomly generated, where m ≥ n and n is a large integer. Let x1 and x2

be two m-bit random inputs to H. Then H(x1) = H(x2) with probability about
2−n + 2−m.

Proof. If x1 = x2, then H(x1) = H(x2). If x1 6= x2, then H(x1) = H(x2) with
probability 2−n. x1 = x2 with probability 2−m and x1 6= x2 with probability
1 − 2−m. The probability that H(x1) = H(x2) is 2−m + (1 − 2−m) × 2−n ≈
2−n + 2−m.

Attack 1. According to Theorem 8.3.1, for the 32-bit-to-32-bit S-box H, the colli-
sion rate of the outputs is 2−32 +2−32 = 2−31. With 235 pairs of (H(x1),H(x2)),
we can distinguish the output from random with success rate 0.761. (The success
rate can be improved to 0.996 with 236 pairs.) Note that only 1024 outputs are
generated from the same S-box H, so 226 outputs are needed to distinguish the
keystream of HC-256 with no linear masking.

Experiment 8.1. To compute the collision rate of the outputs of HC-256 (with
no linear masking), we generated 239 outputs (248 pairs). The collision rate is
2−31− 2−40.09. The experiment confirms that the collision rate of the outputs of
h(x) is very close to 2−31, and approximating h(x) with a randomly generated
S-box has negligible effect on the attack.

Remarks. The distinguishing attack above can be slightly improved if we con-
sider the differential attack on Blowfish. Vaudenay [124] has pointed out that the
collision in a randomly generated S-box in Blowfish can be applied to distinguish
the outputs of Blowfish with a reduced number of rounds (8 rounds). The basic
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idea of Vaudenay’s differential attack is that if Q[i] = Q[j] for 0 ≤ i, j < 256,
i 6= j, then for a0 ⊕ a′0 = i⊕ j, h1(a3||a2||a1||a0) = h1(a3||a2||a1||a′0) with prob-
ability 2−7, where each ai denotes an 8-bit number. We can detect the collision
in the S-box with success rate 0.5 since that S-box Q is used as inputs to h2(x)
to produce 1024 outputs. If Q[i] = Q[j] for 256α ≤ i, j < 256α + 256, 0 ≤ α < 4,
i 6= j, and x1 and x2 are two random inputs (note that we cannot introduce
or identify inputs with particular difference to h(x)), then the probability that
h1(x1) = h1(x2) becomes 2−31+2−32. However the chance that there is one useful

collision in the S-box is only (256
2 )×4

232 = 2−15. The average collision rate becomes
2−15× (2−31 +2−32)+ (1− 2−15)× 2−31 = 2−31 +2−47. The increase in collision
rate is so small that the collision in the S-box has a negligible effect on this attack.

Weakness of the feedback function. The table P is updated with the non-
linear feedback function P [i mod 1024] = P [i mod 1024] + P [i ¯ 10] + g1(P [i ¯
3], P [i ¯ 1023] ). The following attack tries to distinguish the keystream by ex-
ploiting this relation.

Attack 2. Assume that the h(x) is a one-to-one mapping. Consider two groups of
outputs (si, si−3, si−10, si−2047, si−2048) and (sj , sj−3, sj−10, sj−2047, sj−2048).
If i 6= j and 1024×α+10 ≤ i, j < 1024×α+1023, they are equal with probability
about 2−128. The collision rate is 2−160 if the outputs are truly random. 2−128

is much larger than 2−160, so the keystream can be distinguished from random
with about 2128 pairs of such five-tuple groups of outputs. Note that the S-box
is updated every 1024 steps, hence 2119 outputs are needed in the attack.

The two attacks given above show that the HC-256 with no linear masking
does not generate secure keystream.

Keystream of HC-256

With the linear masking being applied, it is no longer possible to exploit those
two weaknesses separately and the attacks given above cannot be applied directly.
We need to remove the linear masking first. We recall that at the ith step, if
(i mod 2048) < 1024, the table P is updated as

P [i mod 1024] = P [i mod 1024] + P [i ¯ 10] + g1( P [i ¯ 3], P [i ¯ 1023] ) .

We know that si = h1(P [i¯12])⊕P [i mod 1024]. For 10 ≤ (i mod 2048) < 1023,
this feedback function can be written alternatively as

si ⊕ h1(zi) =(si−2048 ⊕ h′1(zi−2048)) + (si−10 ⊕ h1(zi−10))+
g1( si−3 ⊕ h1(zi−3), si−2047 ⊕ h′1(zi−2047) ) ,

(8.1)
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where h1(x) and h′1(x) indicate two different functions since they are related to
different S-boxes; zj denotes the P [j ¯12] at the j-th step. The linear masking is
removed successfully in (8.1). However, it is very difficult to apply (8.1) directly
to distinguish the keystream. To simplify the analysis, we attack a weak version
of (8.1). We replace all the ‘+’ in the feedback function with ‘⊕’ and write (8.1)
as

si ⊕ si−2048 ⊕ si−10 ⊕ (si−3 >>> 10)⊕ (si−2047 >>> 23)
=h1(zi)⊕ h′1(zi−2048))⊕ h1(zi−10))⊕ (h1(zi−3) >>> 10)⊕
⊕ (h′1(zi−2047) >>> 23)⊕Q[ri] ,

(8.2)

where ri = (si−3 ⊕ h1(zi−3) ⊕ si−2047 ⊕ h′1(zi−2047)) mod 1024. Because of the
random nature of h1(x) and Q, the right hand side of (8.2) is not uniformly
distributed. But each S-box is used in only 1024 steps, these 1024 outputs are
not sufficient to compute the distribution of si ⊕ si−2048 ⊕ si−10 ⊕ (si−3 >>>
10)⊕ (si−2047 >>> 23). Instead we need to study the collision rate. The effective
way is to eliminate the term h1(zi) before analyzing the collision rate.

Replace the i with i + 10. For 10 ≤ i mod 2048 < 1013, (8.2) can be written
as

si+10 ⊕ si−2038 ⊕ si ⊕ (si+7 >>> 10)⊕ (si−2037 >>> 23)
=h1(zi+10)⊕ h′1(zi−2038))⊕ h1(zi)⊕ (h1(zi+7) >>> 10)⊕
⊕ (h′1(zi−2037) >>> 23)⊕Q[ri+10] .

(8.3)

For the left-hand sides of (8.2) and (8.3) to be equal, i.e., for the following equa-
tion

si ⊕ si−2048 ⊕ si−10 ⊕ (si−3 >>> 10)⊕ (si−2047 >>> 23) =
si+10 ⊕ si−2038 ⊕ si ⊕ (si+7 >>> 10)⊕ (si−2037 >>> 23)

(8.4)

to hold, we require that (after eliminating the term h1(zi))

h1(zi−10)⊕ h′1(zi−2048)⊕ (h1(zi−3) >>> 10)
⊕ (h′1(zi−2047) >>> 23)⊕Q[ri]

=h1(zi+10)⊕ h′1(zi−2038)⊕ (h1(zi+7) >>> 10)
⊕ (h′1(zi−2037) >>> 23)⊕Q[ri+10] .

(8.5)

For 22 ≤ i mod 2048 < 1013, we note that zi−10 = zi ⊕ zi−2048 ⊕ (zi−3 >>>
10)⊕(zi−2047 >>> 23), and zi+10 = zi⊕zi−2038⊕(zi+7 >>> 10)⊕(zi−2037 >>> 23).
Approximate (8.5) as

H(x1) = H(x2) , (8.6)
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where H denotes a random secret 106-bit-to-32-bit S-box, x1 and x2 are two 106-
bit random inputs, x1 = zi−3||zi−2047||zi−2048||ri and x2 = zi+7||zi−2037||zi−2038

||ri+10. (The effect of zi is included in H.) According to Theorem 8.3.1, (8.6)
holds with probability 2−32 +2−106. So (8.4) holds with probability 2−32 +2−106.
We approximate the binomial distribution with the normal distribution. The
mean µ = Np and the standard deviation σ =

√
Np(1− p), where N is the

total number of equations (8.4), and p = 2−32 + 2−106. For random signal,
p′ = 2−32, the mean µ′ = Np′ and the standard deviation σ′ =

√
Np′(1− p′). If

|u− u′| > 2(σ + σ′), i.e. N > 2184, the output of the cipher can be distinguished
from random with success rate 0.9772.

After verifying the validity of 2184 equations (8.4), we can successfully dis-
tinguish the keystream from random. We note that the S-box is updated every
1024 steps, so only about 210 equations (8.4) can be obtained from 1024 steps in
the range 1024 × α ≤ i < 1024 × α + 1024. To distinguish the keystream from
random, 2184 outputs are needed in the attack.

The attack above can be improved by exploiting the relation ri = (si−3 ⊕
h1(zi−3) ⊕ si−2047 ⊕ h′1(zi−2047)) mod 1024. If (si−3 ⊕ si−2047) mod 1024 =
(si+7⊕si−2037) mod 1024, then (8.6) holds with probability 2−32 +2−96 and 2164

equations (8.4) are needed in the attack. Note that only about one equation (8.4)
can now be obtained from 1024 steps in the range 1024×α ≤ i < 1024×α+1024.
To distinguish the keystream from random, 2174 outputs are needed in the attack.

We note that the attack above can only be applied to HC-256 with all the ‘+’ in
the feedback function being replaced with ‘⊕’. To distinguish the keystream of
HC-256, more than 2174 outputs are needed. So we conclude that it is impossible
to distinguish a 2128-bit keystream of HC-256 from random.

8.3.4 Security of the initialization process (key/IV setup)

The initialization process of the HC-256 consists of two stages, as given in
Sect. 8.2.2. We expand the key and IV into P and Q. At this stage, every
bit of the key/IV affects all the bits of the two tables and any difference in the
related keys/IVs results in uncontrollable differences in P and Q. Then we run
the cipher 4096 steps without generating output so that the P and Q become
more random. After the initialization process, we expect that any difference in
the keys/IVs would not result in a biased keystream.

8.4 Implementation and Performance of HC-256

The direct C implementation of the encryption algorithm given in Sect 8.2.3 runs
at about 0.6 bit/cycle on the Pentium 4 processor. The program size is very small
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but the speed is only about 1.5 times that of AES [43]. At each step in the direct
implementation, we need to compute (i mod 2048), i ¯ 3, i ¯ 10 and i ¯ 1023.
And at each step there is a branch decision based on the value of (i mod 2048).
These operations affect greatly the encryption speed. The optimization process
reduces the amount of these operations.

8.4.1 The optimized implementation of HC-256

This subsection describes the optimized C implementation of HC-256. In the
optimized code, loop unrolling is used and only one branch decision is made for
every 16 steps. The experiment shows that the branch decision in the optimized
code affects the encryption speed by less than one percent.

There are several fast implementations of the feedback functions of P and Q.
We use the implementation given in Appendix B in [128] because it achieves the
best consistency on different platforms. The details of that implementation are
given below. The feedback function of P is given as

P [i mod 1024] = P [i mod 1024] + P [i ¯ 10] + g1(P [i ¯ 3], P [i ¯ 1023] ) .

A register X containing 16 elements is introduced for P . If (i mod 2048) < 1024
and i mod 16 = 0, then at the begining of the ith step, X[j] = P [(i − 16 +
j) mod 1024] for j = 0, 1, · · · 15, i.e., X contains the values of P [i ¯ 16], P [i ¯
15], · · · , P [i¯1]. In the 16 steps starting from the ith step, P and X are updated
as

P [i] = P [i] + X[6] + g1( X[13], P [i + 1] );
X[0] = P [i];

P [i + 1] = P [i + 1] + X[7] + g1(X[14], P [i + 2] );
X[1] = P [i + 1];

P [i + 2] = P [i + 2] + X[8] + g1(X[15], P [i + 3] );
X[2] = P [i + 2];

P [i + 3] = P [i + 3] + X[9] + g1(X[0], P [i + 4] );
X[3] = P [i + 3];

· · ·
P [i + 14] = P [i + 14] + X[4] + g1(X[11], P [i + 15] );

X[14] = P [i + 14];
P [i + 15] = P [i + 15] + X[5] + g1(X[12], P [(i + 1) mod 1024] );

X[15] = P [i + 15];

Note that at the ith step, two elements of P [i ¯ 10] and P [i ¯ 3] can be obtained
directly from X. Also for the output function si = h1(P [i¯12])⊕P [i mod 1024],
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the P [i ¯ 12] can be obtained from X. In this implementation, there is no need
to compute i ¯ 3, i ¯ 10 and i ¯ 12.

A register Y with 16 elements is used in the implementation of the feedback
function of Q in the same way as that given above.

To reduce the memory requirement and the program size, the initialization
process implemented in Appendix B in [128] is not as straightforward as that
given in Sect. 8.2.2. To reduce the memory requirement, we do not implement
the array W in the program. Instead we implement the key and IV expansion
on P and Q directly. To reduce the program size, we implement the feedback
functions of those 4096 steps without involving X and Y .

8.4.2 Performance of HC-256

Encryption Speed. We use the C codes given in Appendix B and Appendix C
in [128] to measure the encryption speed. The processor used in the test is
Pentium 4 (2.4 GHz, 8 KB Level 1 data cache, 512 KB Level 2 cache, no hyper-
threading). The speed is measured by repeatedly encrypting the same 512-bit
buffer for 226 times (The buffer is defined as ‘static unsigned long DATA[16]’ in
Appendix C in [128]). The encryption speed is given in Table 8.1.

The C implementation of HC-256 is faster than the C implementations of
almost all the other stream ciphers. (However different designers may have made
different efforts to optimize their codes, so the speed comparison is not absolutely
accurate.) SEAL [112] is a software-efficient cipher and its C implementation runs
at the speed of about 1.6 bit/cycle on Pentium III processor. Scream [35] runs at
about the same speed as SEAL. The C implementation of SNOW2.0 [47] runs at
about 1.67 bit/cycle on Pentium 4 processor. TURING [113] runs at about 1.3
bit/cycle on the Pentium III mobile processor. The C implementation of MUGI
[125] runs at about 0.45 bit/cycle on the Pentium III processor. The encryption

Table 8.1: The speed of the C implementation of HC-256 on a Pentium 4

Operating
System

Compiler Optimization
option

Speed
(bit/cycle)

Windows XP
(SP1)

Intel C++ Compiler 7.1 -O3 1.93

Microsoft Visual C++ 6.0
Professional (SP5)

-Release 1.81

Red Hat Linux 9 Intel C++ Compiler 7.1 -O3 1.92
(Linux 2.4.20-8) gcc 3.2.2 -O3 1.83
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speed of Rabbit [30] is about 2.16 bit/cycle on Pentium III processor, but it is
programmed in Assembly language inline in C.

Remarks. In HC-256, there is a dependency between the feedback and output
functions since the P [i mod 1024] (or Q[i mod 1024]) being updated at the ith
step is immediately used as linear masking. This dependency reduces the speed
of HC-256 by about 3%. We do not remove this dependency from the design
of HC-256 for security reason. Our analysis shows that each term being used
as linear masking should not have been used in an S-box in the previous steps,
otherwise the linear masking could be removed much easier. In our optimized
implementation, we do not deal with this dependency because its effect on the
encryption speed is very limited on the Pentium 4 processor.

Initialization Process. The key setup of HC-256 requires about 74,000 clock
cycles (measured by repeating the setup process 216 times on the Pentium 4 pro-
cessor with Intel C++ compiler 7.1). This amount of computation is more than
that required by most of the other stream ciphers (for example, the initialization
process of Scream takes 27,500 clock cycles). The reason is that two large S-boxes
are used in HC-256. To eliminate the threat of related key/IV attack, the tables
should be updated with the key and IV thoroughly and this process requires a
lot of computations. So it is undesirable to use HC-256 in the applications where
key (or IV) is updated frequently.

8.5 Conclusion

In this chapter, we proposed a software-efficient stream cipher HC-256. Our anal-
ysis shows that HC-256 is very secure. However, the extensive security analysis
of any new cipher requires a lot of efforts from many researchers. We thus invite
and encourage the readers to analyze the security of HC-256.

Finally we explicitly state that HC-256 is available royalty-free and HC-256
is not covered by any patent in the world.
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Chapter 9

The Stream Cipher HC-128

Abstract. HC-128 is a software-efficient stream cipher with 128-bit key and
128-bit initialization vector. HC-128 is the reduced version of HC-256. The
encryption speed of the C implementation of HC-128 is about 3.05 cycles/byte
on the Intel Pentium M processor.

9.1 Introduction

The stream cipher HC-128 is the simplified version of HC-256 [128] for 128-bit
security. HC-128 is a simple, secure, software-efficient cipher and it is freely-
available.

HC-128 consists of two secret tables, each one with 512 32-bit elements. At
each step we update one element of a table with a nonlinear feedback function.
All the elements of the two tables get updated every 1024 steps. At each step,
one 32-bit output is generated from the non-linear output filtering function.

HC-128 is suitable for the modern (and future) superscalar microprocessors.
The dependency between operations in HC-128 is very small: three consecutive
steps can be computed in parallel; at each step, the feedback and output functions
can be computed in parallel. The high degree of parallelism allows HC-128 to
run efficiently on modern processors. We implemented HC-128 in C, and the
encryption speed of HC-128 reaches 3.05 cycles/byte on the Intel Pentium M
processor.

HC-128 is very secure. Our analysis shows that recovering the key of HC-
128 is as difficult as exhaustive key search. To distinguish the keystream from
random, we expect that more than 264 keystream bits are required (our current
analysis shows that about 2151 outputs are needed in the distinguishing attack).

This chapter is organized as follows. We introduce HC-128 in Sect. 9.2. The
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security analysis of HC-128 is given in Sect. 9.3 and Sect. 9.4. Section 9.5 dis-
cusses the implementation and performance of HC-128. Section 9.6 concludes
this chapter.

9.2 Cipher Specifications

In this section, we describe the stream cipher HC-128. From a 128-bit key and a
128-bit initialization vector, it generates a keystream with length up to 264 bits.

9.2.1 Operations, variables and functions

Most of the operations used in HC-128 are identical to that used in HC-256
(Chapter 8), except that ¯ is redefined as

¯ : x ¯ y means x− y mod 512

Two tables P and Q are used in HC-128. The key and the initialization vector
of HC-128 are denoted as K and IV . We denote the keystream being generated
as s, the same as that given in Chapter 8.

P : a table with 512 32-bit elements. Each element is denoted as P [i]
with 0 ≤ i ≤ 511.

Q : a table with 512 32-bit elements. Each element is denoted as Q[i]
with 0 ≤ i ≤ 511.

K : the 128-bit key of HC-128.
IV : the 128-bit initialization vector of HC-128.

There are six functions being used in HC-128. f1(x) and f2(x) are the same as
the σ

{256}
0 (x) and σ

{256}
1 (x) being used in the message schedule of SHA-256 [100].

For h1(x), the table Q is used as S-box. For h2(x), the table P is used as S-box.

f1(x) = (x >>> 7)⊕ (x >>> 18)⊕ (x >> 3)
f2(x) = (x >>> 17)⊕ (x >>> 19)⊕ (x >> 10)

g1(x, y, z) = ((x >>> 10)⊕ (z >>> 23)) + (y >>> 8)
g2(x, y, z) = ((x <<< 10)⊕ (z <<< 23)) + (y <<< 8)

h1(x) = Q[x0] + Q[256 + x2]
h2(x) = P [x0] + P [256 + x2]

where x = x3 ‖ x2 ‖ x1 ‖ x0, x is a 32-bit word, x0, x1, x2 and x3 are four bytes.
x3 and x0 denote the most significant byte and the least significant byte of x,
respectively.
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9.2.2 Initialization process (key and IV setup)

The initialization process of HC-128 consists of expanding the key and initializa-
tion vector into P and Q (similar to the message setup in SHA-256) and running
the cipher 1024 steps (with the outputs being used to update P and Q).

1. Let K = K0 ‖ K1 ‖ K2 ‖ K3 and IV = IV0 ‖ IV1 ‖ IV2 ‖ IV3, where each
Ki and IVi denotes a 32-bit number. Let Ki+4 = Ki, and IVi+4 = IVi for
0 ≤ i < 4. The key and IV are expanded into an array Wi (0 ≤ i ≤ 1279)
as:

Wi =





Ki 0 ≤ i ≤ 7
IVi−8 8 ≤ i ≤ 15
f2(Wi−2) + Wi−7 + f1(Wi−15) + Wi−16 + i 16 ≤ i ≤ 1279

2. Update the tables P and Q with the array W .

P [i] = Wi+256 for 0 ≤ i ≤ 511
Q[i] = Wi+768 for 0 ≤ i ≤ 511

3. Run the cipher 1024 steps and use the outputs to replace the table elements
as follows (“¯” denotes “−” modulo 512).

for i = 0 to 511, do
P [i] = (P [i] + g1(P [i ¯ 3], P [i ¯ 10], P [i ¯ 511]))⊕ h1(P [i ¯ 12] );

for i = 0 to 511, do
Q[i] = (Q[i] + g2(Q[i ¯ 3], Q[i ¯ 10], Q[i ¯ 511]))⊕ h2(Q[i ¯ 12] );

The initialization process completes and the cipher is ready to generate keystream.

9.2.3 The keystream generation algorithm

At each step, one element of a table is updated and one 32-bit output is gener-
ated. Each S-box is used to generate only 512 outputs, then it is updated in the
next 512 steps. The keystream generation algorithm of HC-128 is given below
(“¯” denotes “−” modulo 512, si denotes the output of the i-th step).
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i = 0;
repeat until enough keystream bits are generated.
{

j = i mod 512;
if (i mod 1024) < 512
{

P [j] = P [j] + g1(P [j ¯ 3], P [j ¯ 10], P [j ¯ 511]);
si = h1( P [j ¯ 12] )⊕ P [j];

}
else
{

Q[j] = Q[j] + g2(Q[j ¯ 3], Q[j ¯ 10], Q[j ¯ 511]);
si = h2( Q[j ¯ 12] )⊕Q[j];

}
end-if
i = i + 1;

}
end-repeat

9.2.4 Encryption and decryption

The keystream is XORed with the message for encryption. The decryption is to
XOR the keystream with the ciphertext. The test vectors of HC-128 are given
in Appendix B.2.

9.3 Security Analysis of HC-128

The security analysis of HC-128 is similar to that of HC-256. The output and
feedback functions of HC-128 are non-linear, so it is impossible to apply the fast
correlation attacks [89, 57, 93, 33, 75] and algebraic attacks [3, 38, 40, 39] to
recover the secret key of HC-128. The large secret S-box of HC-128 is updated
during the keystream generation process, so it is very difficult to develop linear
relations linking the input and output bits of the S-box.

In this section, we will analyze the period of HC-128, the security of the
secret key and the security of the initialization process. The randomness of the
keystream will be analyzed separately in Sect. 9.4.

9.3.1 Period

The 32778-bit state of HC-128 ensures that the period of the keystream is ex-
tremely large. But the exact period of HC-128 is difficult to predict. The average
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period of the keystream is estimated to be much more than 2256. The large num-
ber of states also eliminates the threat of the time-memory-data tradeoff attack
on stream ciphers [21] (also [7, 59]).

9.3.2 Security of the secret key

We note that the output function and the feedback function of HC-128 are non-
linear. The non-linear output function leaks a small amount of partial informa-
tion at each step. The non-linear feedback function ensures that the secret key
can not be recovered from those leaked partial information.

9.3.3 Security of the initialization process (key/IV setup)

The initialization process of the HC-128 consists of two stages, as given in
Sect. 9.2.2. We expand the key and IV into P and Q. At this stage, every
bit of the key/IV affects all the bits of the two tables and any difference in the
related keys/IVs results in uncontrollable differences in P and Q. Note that
the constants in the expansion function at this stage play a significant role in
reducing the effect of related keys/IVs. After the expansion, we run the cipher
1024 steps and use the outputs to update the P and Q. After the initialization
process, we expect that any difference in the keys/IVs would not result in biased
keystream.

9.4 Randomness of the keystream

Our initial analysis shows that the distinguishing attack on HC-128 requires more
than 2128 outputs. The analysis is given below.

We recall that at the ith step, if (i mod 1024) < 512, the table P is updated
as

P [i mod 512] = P [i mod 512] + g1( P [i ¯ 3], P [i ¯ 10], P [i ¯ 511] ) .

We know that si = h1(P [i ¯ 12])⊕ P [i mod 512]. For 10 ≤ (i mod 1024) < 511,
this feedback function can be written alternatively as

si ⊕ h1(zi) =(si−1024 ⊕ h′1(zi−1024))+
g1(si−3 ⊕ h1(zi−3), si−10 ⊕ h1(zi−10), si−1023 ⊕ h′1(zi−1023)) ,

(9.1)

where h1(x) and h′1(x) indicate two different functions since they are related to
different S-boxes; zj denotes the P [j ¯ 12] at the j-th step.

We note that there are two ‘+’ operations in the feedback function. We will
first investigate the least significant bits (after rotations) in the feedback function
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since they are not affected by the ‘+’ operations. Denote the i-th least significant
bit of a as ai. From (9.1), we obtain that for 10 ≤ (i mod 1024) < 511,

s0
i ⊕ s0

i−1024 ⊕ s10
i−3 ⊕ s8

i−10 ⊕ s23
i−1023

=(h1(zi))0 ⊕ (h′1(zi−1024))0 ⊕ (h1(zi−3))10⊕
⊕ (h1(zi−10))8 ⊕ (h′1(zi−1023))23 .

(9.2)

Similarly, for 1024× α + 10 ≤ i, j < 1024× α + 511 and j 6= i, we obtain

s0
j ⊕ s0

j−1024 ⊕ s10
j−3 ⊕ s8

j−10 ⊕ s23
j−1023

=(h1(zj))0 ⊕ (h′1(zj−1024))0 ⊕ (h1(zj−3))10⊕
⊕ (h1(zj−10))8 ⊕ (h′1(zj−1023))23 .

(9.3)

For the left sides of (9.2) and (9.3) to be equal, i.e., for the following equation

s0
i ⊕ s0

i−1024 ⊕ s10
i−3 ⊕ s8

i−10 ⊕ s23
i−1023 =

s0
j ⊕ s0

j−1024 ⊕ s10
j−3 ⊕ s8

j−10 ⊕ s23
j−1023

(9.4)

to hold, we require that

(h1(zi))0 ⊕ (h′1(zi−1024))0 ⊕ (h1(zi−3))10

⊕ (h1(zi−10))8 ⊕ (h′1(zi−1023))23

= (h1(zj))0 ⊕ (h′1(zj−1024))0 ⊕ (h1(zj−3))10

⊕ (h1(zj−10))8 ⊕ (h′1(zj−1023))23 .

(9.5)

Approximate (9.5) as

H(x1) = H(x2) , (9.6)

where H denotes a random secret 80-bit-to-1-bit S-box, x1 and x2 are two 80-bit
random inputs, x1 = zi ‖ zi−3 ‖ zi−10 ‖ zi−1023 ‖ zi−1024 and x2 = zj ‖ zj−3 ‖
zj−10 ‖ zj−1023 ‖ zj−1024, where z indicates the concatenation of the least signifi-
cant byte and the second most significant byte of z. According to Theorem 8.3.1,
(9.6) holds with probability 1

2 + 2−81. So (9.4) holds with probability 1
2 + 2−81.

After testing the validity of 2164 equations (9.4), the output of the cipher can
be distinguished from random with success rate 0.9772 (with false negative rate
and false positive rate 0.0228). Note that only about 217 equations (9.4) can
be obtained from every 512 outputs, so this distinguishing attack requires about
2156 outputs.

We note that the attack above only deals with the least significant bit in (9.1).
It may be possible to consider the rest of the 31 bits bit-by-bit. But due to the
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effect of the two ‘+’ operations in the feedback function, the attack exploiting
those 31 bits is not as effective as that exploiting the least significant bit. Thus
more than 2151 outputs are needed in this distinguishing attack.

It may be possible that the distinguishing attack against HC-128 can be
improved in the future. However, it is very unlikely that our security goal can be
breached since the security margin is extremely large. We thus conjecture that
it is computationally infeasible to distinguish 264 bits keystream of HC-128 from
random.

9.5 Implementation and Performance of HC-128

The optimized implementation of HC-128 is similar to that of HC-256. On the
Pentium M processor, the speed of HC-128 reaches 3.05 cycles/bye, while the
speed of HC-256 is about 4.4 cycles/byte.

9.5.1 The optimized implementation of HC-128

In the optimized code, loop unrolling is used and only one branch decision is
made for every 16 steps. The details of the implementation are given below. The
feedback function of P is given as

P [i mod 512] = P [i mod 512] + P [i ¯ 10] + g1(P [i ¯ 3], P [i ¯ 511] ) .

A register X containing 16 elements is introduced for P . If (i mod 1024) < 512
and i mod 16 = 0, then at the begining of the ith step, X[j] = P [(i − 16 +
j) mod 512] for j = 0, 1, · · · 15, i.e. the X contains the values of P [i ¯ 16], P [i ¯
15], · · · , P [i ¯ 1]. In the 16 steps starting from the ith step, the P and X are
updated as

P [i] = P [i] + g1( X[13], X[6], P [i + 1] );
X[0] = P [i];

P [i + 1] = P [i + 1] + g1(X[14], X[7], P [i + 2] );
X[1] = P [i + 1];

P [i + 2] = P [i + 2] + g1(X[15], X[8], P [i + 3] );
X[2] = P [i + 2];

P [i + 3] = P [i + 3] + g1(X[0], X[9], P [i + 4] );
X[3] = P [i + 3];

· · ·
P [i + 14] = P [i + 14] + g1(X[11], X[4], P [i + 15] );

X[14] = P [i + 14];
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P [i + 15] = P [i + 15] + g1(X[12], X[5], P [(i + 1) mod 512] );
X[15] = P [i + 15];

Note that at the ith step, two elements of P [i ¯ 10] and P [i ¯ 3] can be obtained
directly from X. Also for the output function si = h1(P [i¯12])⊕P [i mod 1024],
the P [i ¯ 12] can be obtained from X. In this implementation, there is no need
to compute i ¯ 3, i ¯ 10 and i ¯ 12.

A register Y with 16 elements is used in the implementation of the feedback
function of Q in the same way as that given above.

9.5.2 The performance of HC-128

Encryption Speed. We use the C codes submitted to the eStream to mea-
sure the encryption speed. The processor used in the measurement is the Intel
Pentium M (1.6 GHz, 32 KB Level 1 cache, 2 MB Level 2 cache).

Using the eStream performance testing framework, the highest encryption
speed of HC-128 is 3.05 cycles/byte with the compiler gcc (there are three opti-
mization options leading to this encryption speed: k8 O3-ual-ofp, prescott O2-ofp
and athon O3-ofp). Using the Intel C++ Compiler 9.1 in Windows XP (SP2),
the speed is 3.3 cycles/byte. Using the Microsoft Visual C++ 6.0 in Windows
XP (SP2), the speed is 3.6 cycles/byte.

Initialization Process. The key setup of HC-128 requires about 27,300 clock
cycles. There are two large S-boxes in HC-128. In order to eliminate the threat
of a related key/IV attack, the tables should be updated with the key and IV
thoroughly and this process requires a lot of computations. It is thus undesirable
to use HC-128 in the applications where key (or IV) is updated very frequently.

9.6 Conclusion

In this chapter, a software-efficient stream cipher HC-128 is described. Our anal-
ysis shows that HC-128 is very secure. However, the extensive security analysis
of any new cipher requires a lot of efforts from many researchers. We encourage
the readers to analyze the security of HC-128. HC-128 is not covered by any
patent and it is freely available.
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Conclusions

In this thesis, we have reviewed the design and analysis of stream ciphers, given
our own view on various techniques, then presented attacks on seven eSTREAM
candidates and the design of HC-256 and HC-128.

Our attacks recover the key of seven eSTREAM stream ciphers much faster
than brute force attacks. We studied the properties of additions and successfully
break Phelix and ABC v2. We applied differential cryptanalysis, linear crypt-
analysis and side channel attack to break the resynchronization part of DECIM,
LEX, Py, Pypy and WG. Most of the attacks exploit the insufficient/improper
diffusion and confusion in those ciphers. The attacks show that good diffusion
and confusion are very important for stream ciphers. The use of confusion and
diffusion in block ciphers is almost perfectly understood after differential and
linear cryptanalysis were developed. However, very little systematic research has
been published on the use of confusion and diffusion in stream ciphers in the
literature. In general, it would be much harder to study the use of confusion and
diffusion in stream ciphers than that in block ciphers due to the output function
in stream ciphers. We believe that this topic is interesting and important. The
use of confusion and diffusion in resynchronization in stream ciphers is similar
to the use of confusion and diffusion in block ciphers, but there is a subtle dif-
ference. The research on this problem is important for the design of secure and
efficient resynchronization schemes, and important for the design of secure and
efficient self-synchronizing stream ciphers. The use of confusion and diffusion in
keystream generation is expected to be even harder to analyze. The research on
this problem is closely related to the design of efficient and secure stream ciphers.

We proposed HC-256 and HC-128 that are based on large, secret and changing
lookup tables. Both ciphers are very fast and strong. We expect that using
large, secret and changing lookup tables in stream cipher design is an efficient
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approach to resist all the known and unknown attacks. Similarly using large and
secret lookup tables in block cipher design is an efficient approach to resist all the
attacks on block ciphers, such as the Blowfish design. Such design approaches
can significantly reduce the cipher design and evaluation cost. We are in the era
that an extremely strong symmetric key cipher can be designed easily.

For ciphers with large lookup tables, the cache-timing attack is a potential
side-channel threat to their software implementations. However, a stream cipher
with nonlinear changing secret state is quite strong against side-channel attacks
because it is extremely difficult to combine the side-channel information to attack
the changing state. To apply cache-timing attack to the keystream generation of
a stream cipher with changing secret state, the adversary must be able to enforce
the same IV to be used for many times for the same key, and must be able to
change the content of the cache in order to detect the cache miss (or cache hit)
of the stream cipher process running in the CPU. Thus it is highly impractical
to perform a cache-timing attack against the keystream generation of a stream
cipher with changing secret state, such as HC-256 and HC-128. Furthermore, the
resynchronization of HC-256 and HC-128 is immune to the cache-timing attack
since lookup tables are not used during the first stage of their key/IV setups.

Using large, secret and changing lookup tables is not suitable for a constrained
hardware environment. The challenge is to design extremely secure and hardware
efficient stream ciphers. Since the number of operations is small in the hardware
efficient ciphers, it requires a lot of analysis to ensure that the cipher is secure.
We expect that a substantial amount of research on this challenge is still needed.

No stream cipher with authentication was selected in the eSTREAM project.
A stream cipher with authentication is useful for hardware constrained environ-
ment. The reuse of IV in such a stream cipher leaks small amount of information
of the message, and it would give the false impression that the IV could be reused.
But the reuse of IV is dangerous to the key, as demonstrated in our attack against
Phelix. We would recommend using a stream cipher together with a MAC, and
using different keys in the stream cipher and the MAC so that their security would
not affect each another. It is important to design extremely efficient MACs.
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Appendix A

The Number of IVs to Break DECIM

Table A.1 gives the number of IVs required to break DECIM with a 64-bit IV.
44 key bits can be recovered with less than 220 IVs. Table A.1 gives the number
of IVs required to break DECIM with an 80-bit IV. 41 key bits can be recovered
with less than 221 IVs. Only the first 2 bytes of the keystream are required in
the attack, and the amount of computation required in the attacks is negligible.

We explain Table A.1 with K0 as an example. K0 is related to s112 since
s112 = K0 ⊕ IV0. s112 is mapped to s192+60 with probability 0.0318 (this prob-
ability is obtained by tracing s112 through the initialization process). Thus K0

could be recovered by observing the first bits of the keystreams. About 218.95

IVs are required to achieve a success probability of 0.977.
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Table A.1: Number of IVs required to recover the key bits (64-bit IV)

Affected Bits Number
of IVs
(Log2)

Affected Bits Number
of IVs
(Log2)

K0 s112 ⇒ s192+60 18.95 K1 s57 ⇒ s192+122 20.83
K2 s58 ⇒ s192+116 18.80 K3 s115 ⇒ s192+104 20.46
K4 s116 ⇒ s192+105 21.41 K5 s117 ⇒ s192+106 21.54
K6 s118 ⇒ s192+107 21.67 K7 s119 ⇒ s192+108 21.72
K8 s120 ⇒ s192+145 21.21 K9 s121 ⇒ s192+110 21.92
K10 s10 ⇒ s192+116 17.69 K11 s11 ⇒ s192+117 19.62
K12 s68 ⇒ s192+6 18.88 K13 s69 ⇒ s192+7 20.82
K14 s70 ⇒ s192+8 18.82 K15 s127 ⇒ s192+116 16.66
K16 s128 ⇒ s192+117 18.70 K17 s17 ⇒ s192+6 16.92
K18 s18 ⇒ s192+7 18.82 K19 s19 ⇒ s192+8 16.80
K20 s20 ⇒ s192+9 18.73 K21 s21 ⇒ s192+6 18.59
K22 s22 ⇒ s192+7 20.67 K23 s23 ⇒ s192+8 18.70
K24 s80 ⇒ s192+146 20.80 K25 s25 ⇒ s192+116 17.97
K26 s138 ⇒ s192+6 17.79 K27 s139 ⇒ s192+7 19.87
K28 s140 ⇒ s192+8 17.86 K29 s141 ⇒ s192+9 19.67
K30 s142 ⇒ s192+10 21.46 K31 s31 ⇒ s192+182 18.36
K32 s32 ⇒ s192+183 20.70 K33 s33 ⇒ s192+113 20.97
K34 s34 ⇒ s192+114 21.03 K35 s91 ⇒ s192+116 19.95
K36 s36 ⇒ s192+116 15.55 K37 s37 ⇒ s192+117 17.56
K38 s94 ⇒ s192+145 18.94 K39 s39 ⇒ s192+104 19.62
K40 s152 ⇒ s192+60 16.43 K41 s153 ⇒ s192+116 17.90
K42 s154 ⇒ s192+117 19.93 K43 s43 ⇒ s192+108 20.61
K44 s156 ⇒ s192+145 16.90 K45 s157 ⇒ s192+146 18.96
K46 s46 ⇒ s192+35 20.45 K47 s47 ⇒ s192+6 16.68
K48 s160 ⇒ s192+145 18.68 K49 s161 ⇒ s192+181 15.59
K50 s162 ⇒ s192+182 17.59 K51 s51 ⇒ s192+116 15.62
K52 s52 ⇒ s192+117 17.64 K53 s53 ⇒ s192+118 19.47
K54 s54 ⇒ s192+119 20.05 K55 s55 ⇒ s192+120 20.61
K56 s168 ⇒ s192+76 22.27 K57 s169 ⇒ s192+103 18.43
K58 s170 ⇒ s192+104 18.17 K59 s171 ⇒ s192+105 18.93
K60 s172 ⇒ s192+106 19.11 K61 s173 ⇒ s192+107 19.24
K62 s174 ⇒ s192+108 19.42 K63 s175 ⇒ s192+109 19.58
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Table A.2: Number of IVs required to recover the key bits (80-bit IV)

Affected Bits Number
of IVs
(Log2)

Affected Bits Number
of IVs
(Log2)

K0 s32 ⇒ s192+183 20.70 K1 s33 ⇒ s192+113 20.97
K2 s34 ⇒ s192+114 21.03 K3 s35 ⇒ s192+115 21.13
K4 s36 ⇒ s192+116 15.55 K5 s37 ⇒ s192+117 17.56
K6 s38 ⇒ s192+118 19.43 K7 s39 ⇒ s192+104 19.62
K8 s40 ⇒ s192+105 20.37 K9 s41 ⇒ s192+121 20.30
K10 s42 ⇒ s192+107 20.48 K11 s43 ⇒ s192+108 20.61
K12 s44 ⇒ s192+109 20.77 K13 s45 ⇒ s192+34 20.70
K14 s46 ⇒ s192+35 20.45 K15 s47 ⇒ s192+6 16.68
K16 s48 ⇒ s192+7 18.72 K17 s49 ⇒ s192+8 16.68
K18 s50 ⇒ s192+9 18.66 K19 s51 ⇒ s192+116 15.62
K20 s52 ⇒ s192+117 17.64 K21 s53 ⇒ s192+118 19.47
K22 s54 ⇒ s192+119 20.05 K23 s55 ⇒ s192+120 20.61
K24 s56 ⇒ s192+121 20.63 K25 s57 ⇒ s192+122 20.83
K26 s58 ⇒ s192+116 18.80 K27 s59 ⇒ s192+12 23.00
K28 s60 ⇒ s192+13 23.41 K29 s61 ⇒ s192+14 23.66
K30 s62 ⇒ s192+15 23.78 K31 s63 ⇒ s192+16 24.09
K32 s64 ⇒ s192+17 24.00 K33 s65 ⇒ s192+18 24.19
K34 s66 ⇒ s192+19 24.22 K35 s67 ⇒ s192+5 23.44
K36 s68 ⇒ s192+6 18.88 K37 s69 ⇒ s192+7 20.82
K38 s70 ⇒ s192+8 18.82 K39 s71 ⇒ s192+60 16.77
K40 s72 ⇒ s192+61 18.75 K41 s73 ⇒ s192+62 20.59
K42 s74 ⇒ s192+63 21.11 K43 s75 ⇒ s192+64 21.71
K44 s76 ⇒ s192+65 21.67 K45 s77 ⇒ s192+66 21.85
K46 s78 ⇒ s192+67 21.81 K47 s79 ⇒ s192+145 18.82
K48 s80 ⇒ s192+146 20.80 K49 s81 ⇒ s192+70 22.05
K50 s82 ⇒ s192+71 22.18 K51 s83 ⇒ s192+72 22.40
K52 s84 ⇒ s192+73 22.43 K53 s85 ⇒ s192+74 22.42
K54 s86 ⇒ s192+75 22.43 K55 s87 ⇒ s192+76 22.55
K56 s88 ⇒ s192+154 24.02 K57 s89 ⇒ s192+155 24.04
K58 s90 ⇒ s192+156 24.15 K59 s91 ⇒ s192+116 19.95
K60 s92 ⇒ s192+117 21.97 K61 s93 ⇒ s192+118 23.77
K62 s94 ⇒ s192+145 18.94 K63 s95 ⇒ s192+146 20.91
K64 s96 ⇒ s192+147 22.79 K65 s97 ⇒ s192+148 23.33
K66 s98 ⇒ s192+149 23.77 K67 s99 ⇒ s192+150 23.64
K68 s100 ⇒ s192+63 22.65 K69 s101 ⇒ s192+4 23.12
K70 s102 ⇒ s192+65 23.66 K71 s103 ⇒ s192+178 23.80
K72 s104 ⇒ s192+179 23.77 K73 s105 ⇒ s192+145 20.94
K74 s106 ⇒ s192+181 18.24 K75 s107 ⇒ s192+182 19.97
K76 s108 ⇒ s192+183 21.81 K77 s109 ⇒ s192+6 20.86
K78 s110 ⇒ s192+7 22.83 K79 s111 ⇒ s192+8 20.94
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Appendix B

Test Vectors of HC-256 and HC-128

The first 512 bits of keystream are given as test vectors for different values of key
and IV. Note that for each 32-bit output given below, the least significant byte
comes before the most significant byte in the keystream. For example, if S and
T are 32-bit words, and S = s3||s2||s1||s0, T = t3||t2||t1||t0, where each si and ti
is one byte, and s0 and t0 denote the least significant bytes, then the keystream
S, T is related to the keystream s0, s1, s2, s3, t0, t1, t2, t3.

B.1 Test Vectors of HC-256

Let K = K0||K1|| · · · ||K7 and IV = IV0||IV1|| · · · ||IV7.

1. The key and IV are set as 0.

8589075b 0df3f6d8 2fc0c542 5179b6a6
3465f053 f2891f80 8b24744e 18480b72
ec2792cd bf4dcfeb 7769bf8d fa14aee4
7b4c50e8 eaf3a9c8 f506016c 81697e32

2. The key is set as 0, the IV is set as 0 except that IV0 = 1.

bfa2e2af e9ce174f 8b05c2fe b18bb1d1
ee42c05f 01312b71 c61f50dd 502a080b
edfec706 633d9241 a6dac448 af8561ff
5e04135a 9448c434 2de7e9f3 37520bdf

3. The IV is set as 0, the key is set as 0 except that K0 = 0x55.
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fe4a401c ed5fe24f d19a8f95 6fc036ae
3c5aa688 23e2abc0 2f90b3ae a8d30e42
59f03a6c 6e39eb44 8f7579fb 70137a5e
6d10b7d8 add0f7cd 723423da f575dde6

4. Let Ai =
⊕0xffff

j=0 s16j+i for i = 0, 1, · · · , 15, i.e. set a 512-bit buffer as 0 and
encrypt it repeatedly for 220 times. Set the key and IV as 0, the value of
A0||A1|| · · · ||A15 is given below:

c6b6fb99 f2ae1440 a7d4ca34 2011694e
6f36b4be 420db05d 4745fd90 7c630695
5f1d7bda 13ae7e36 aebc5399 733b7f37
95f34066 b601d21f 2d8cf830 a9c08937

B.2 Test Vectors of HC-128

Let K = K0||K1||K2||K3 and IV = IV0||IV1||IV2||IV3.

1. The key and IV are set as 0.

73150082 3bfd03a0 fb2fd77f aa63af0e
de122fc6 a7dc29b6 62a68527 8b75ec68
9036db1e 81896005 00ade078 491fbf9a
1cdc3013 6c3d6e24 90f664b2 9cd57102

2. The key is set as 0, the IV is set as 0 except that IV0 = 1.

c01893d5 b7dbe958 8f65ec98 64176604
36fc6724 c82c6eec 1b1c38a7 c9b42a95
323ef123 0a6a908b ce757b68 9f14f7bb
e4cde011 aeb5173f 89608c94 b5cf46ca

3. The IV is set as 0, the key is set as 0 except that K0 = 0x55.

518251a4 04b4930a b02af931 0639f032
bcb4a47a 5722480b 2bf99f72 cdc0e566
310f0c56 d3cc83e8 663db8ef 62dfe07f
593e1790 c5ceaa9c ab03806f c9a6e5a0

4. Set the key and IV as 0, the value of A0||A1|| · · · ||A15 is:
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a4eac026 7e491126 6a2a384f 5c4e1329
da407fa1 55e6b1ae 05c6fdf3 bbdc8a86
7a699aa0 1a4dc117 63658ccc d3e62474
9cf8236f 0131be21 c3a51de9 d12290de
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