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Abstract—For prognostics and health management of
mechanical systems, a core task is to predict the machine
remaining useful life (RUL). Currently, deep structures with
automatic feature learning, such as long short-term mem-
ory (LSTM), have achieved great performances for the RUL
prediction. However, the conventional LSTM network only
uses the learned features at last time step for regression or
classification, which is not efficient. Besides, some hand-
crafted features with domain knowledge may convey addi-
tional information for the prediction of RUL. It is thus highly
motivated to integrate both those handcrafted features and
automatically learned features for the RUL prediction. In
this article, we propose an attention-based deep learning
framework for machine’s RUL prediction. The LSTM net-
work is employed to learn sequential features from raw sen-
sory data. Meanwhile, the proposed attention mechanism is
able to learn the importance of features and time steps, and
assign larger weights to more important ones. Moreover,
a feature fusion framework is developed to combine the
handcrafted features with automatically learned features to
boost the performance of the RUL prediction. Extensive
experiments have been conducted on two real datasets
and experimental results demonstrate that our proposed
approach outperforms the state-of-the-arts.

Index Terms—Attention mechanism, feature fusion,
handcrafted features, long short-term memory (LSTM), ma-
chine remaining useful life (RUL) prediction, prognostics
and health management (PHM).

I. INTRODUCTION

R EMAINING useful life (RUL) prediction is crucial for
prognostics and health management (PHM) of mechan-

ical systems. With an accurate RUL prediction, maintenance
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schedules can be designed to keep good working conditions
for machines (or components), and thus, abrupt system failures
can be avoided [1]. To achieve this objective, many advanced
solutions have been developed, which generally can be divided
into two categories, i.e., model based and data driven. For model-
based solutions, they require to accurately model the dynamics
of mechanical systems (or components) [2], [3]. However, due
to the rapid development of industry, the mechanical systems
become more and more complicated with complex interactions
between each other. Therefore, accurate modeling of these sys-
tems is not realistic, even for experts. Besides, the flexibility
and transferability of model-based solutions are poor, due to the
distinct mechanisms for different mechanical systems.

Recently, data-driven solutions have attracted more and more
attention for RUL prediction [4]. For data-driven solutions, it
is not compulsory to know the detailed operation mechanism
of mechanical systems. Instead, one only needs to collect some
data from the systems, where the conditions of the systems can
be identified based on data-driven algorithms. Generally, data-
driven solutions can be further divided into statistic degradation
modeling and artificial intelligence [4].

A typical statistic degradation modeling approach is the Cox’s
regression [5]. It models the hazard probability of an object based
on the historical data about the life span of objects and their
associate covariates. The hazard probability at time step t can
be expressed as

λ(t|z) = λ0(t) exp (β
�z) (1)

where z is the covariates also known as features, λ0(t) is the
baseline hazard function that changes over time, β is the re-
gression coefficients, and � is the transpose operation. Many
RUL prediction systems have been developed based on the
Cox’s regression. Pham et al. [6] presented an RUL prediction
system that combines the Cox’s proportional hazard model with
a support vector machine (SVM) [6]. Liao et al. [7] compared
the Cox’s regression model with the logistic regression model
for predicting the RUL of an individual unit [7]. You et al. [8]
proposed a two-zone Cox’s regression model for the equipment
RUL prediction.

For artificial-intelligence-based RUL prediction, the objective
is to directly build a relationship between the RUL of an object
and the features that can be extracted manually from sensor
measurements or automatically learned by deep learning algo-
rithms. With the rapid development of artificial intelligence [9],
in this work, we mainly focus on artificial-intelligence-based
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RUL prediction, which includes the popular shallow machine
learning and deep learning algorithms.

For shallow-model-based RUL prediction, it normally con-
sists of feature extraction and inference. With domain knowledge
on mechanical systems, some representative features can be
extracted from raw sensory data that may be noisy and not
representative for the RUL prediction [10], [11]. After extracting
some informative features, the conventional machine learning
algorithms, such as artificial neural network [12], [13], ex-
treme learning machine (ELM) [14], SVM [15], [16], neural
networks [17], and random forest (RF) [18], can be employed
to predict the RUL.

Another popular algorithm for the artificial-intelligence-
based RUL prediction is deep learning. Instead of manual feature
extraction, deep learning is able to automatically learn represen-
tative features from raw sensory data [19], [20]. Besides, it can
jointly optimize feature learning and RUL inference, leading
to a better generalization performance for RUL prediction. For
machine RUL prediction, most of sensory data are time series
with temporal dependence. The deep learning approach of long
short-term memory (LSTM), which is designed for sequential
data analytics can be naturally suitable for the RUL prediction.
A very good performance has been achieved for the RUL pre-
diction using the LSTM approach [21], [22]. However, it still
has several limitations for the conventional LSTM in the RUL
prediction, which are presented as follows.

1) For the conventional LSTM network, it only uses the
learned features at last time step for regression or clas-
sification. We argue that the learned features at other time
steps may also have some contribution. And the learned
features may have different contribution for the final RUL
prediction. Therefore, an efficient operation is to assign
larger weights to more important features and time steps.

2) Although the features learned by the LSTM network have
been shown to be effective for the RUL prediction, some
handcrafted features with domain knowledge also convey
important information. The design of a network that can
take both automatically learned features from the LSTM
network and some meaningful handcrafted features into
consideration for the final RUL prediction may boost the
performance of RUL prediction.

To solve these limitations, we propose an attention-based
deep learning framework for the RUL prediction. The proposed
approach first exploits the LSTM network to learn representative
sequential features from raw sensory data. Then, an attention
network is developed to learn the importance of features and
time steps, and assign larger weights to more important ones.
Finally, we propose a feature fusion framework to make full
use of all available information by combining the automatically
learned features and some useful handcrafted features for the
final prediction of the machine RUL. To verify the effectiveness
of the proposed approach for the RUL prediction, we use real
datasets for evaluation and compare it with various state-of-the-
art methodologies for the machine RUL prediction. The main
contributions of this article are summarized as follows.

1) We propose an attention-based deep learning framework
for the machine RUL prediction. The attention network

is able to learn the importance of features and time steps,
and assign larger weights for more important ones to boost
the performance of the RUL prediction.

2) Since some handcrafted features with domain knowledge
may convey meaningful information for the RUL predic-
tion, we propose a feature fusion framework to combine
both automatically learned features and some meaningful
handcrafted features for the final prediction of the RUL.

3) Real datasets are leveraged to evaluate the performance of
the proposed approach. The results show that the proposed
approach can significantly improve the performance of
the RUL prediction.

II. RELATED WORKS

In this section, we review some advanced deep learning
algorithms for machine’s RUL prediction.

Deep learning is able to learn representative features and
perform inference simultaneously, resulting remarkable perfor-
mance for the RUL prediction. Babu et al. [23] proposed a
deep convolutional neural network (CNN) for the RUL predic-
tion [23]. The experimental results on two datasets indicated its
superior performance for the RUL prediction when compared
with some shallow learning algorithms. Zhu et al. [24] proposed
a multiscale convolutional neural network (MSCNN) to predict
the RUL [24]. First, a wavelet transform was conducted on
raw sensory data to get time-frequency representation (TFR).
Then, the TFR was used as the input of the MSCNN for the
prediction of the RUL. Deutsch and He [25] presented a deep
belief network feedforward neural network (DBN-FNN) for the
RUL prediction [25]. The DBN was used to learn representative
features, and the FNN was employed to perform the RUL
prediction with the learned features. Zheng et al. [21] presented
a long short-term memory (LSTM)-based RUL prediction. The
experimental results on three datasets showed that the LSTM
performs much better than some shallow learning algorithms
and CNN [21]. Zhang et al. [22] proposed a bidirectional
long short-term memory (BD-LSTM) approach to predict the
RUL [22]. They first defined an health index (HI) based on a
perceptron approach. The BD-LSTM was then utilized to track
the variation of the HI for final RUL prediction. In [26], the
authors proposed a multiobjective deep belief networks ensem-
ble (MODBNE) approach for the prediction of the RUL. They
applied a multiobjective evolutionary algorithm to train DBNs
with two conflict objectives, i.e., accuracy and diversity. The
evolved DBNs were then combined to form an ensemble model
for the final RUL prediction.

Since the sensory data for PHM are time series with tem-
poral dependence, the LSTM network that performs well for
sequential data modeling is naturally suitable for the RUL
prediction. However, different features at different time steps
learned by the LSTM network will have equal contribution
for the final prediction of the RUL, which is not effective. A
more effective operation is to assign larger weights for more
important features and time steps. Therefore, in this article, we
propose an attention mechanism with the LSTM to automatically
assign larger weights to more significant features and time steps
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Fig. 1. Structure of the LSTM.

to boost the performance of the RUL prediction. Meanwhile,
some handcrafted features may convey useful information for
the prediction of the RUL. Hence, we develop a feature fusion
framework to combine these handcrafted features with the fea-
tures learned by the attention-based LSTM to further improve
the performance of the machine RUL prediction.

III. METHODOLOGY

A. Long Short-Term Memory (LSTM)

To predict the RUL of machines, a number of sensors, such
as vibration, temperature, acoustic, etc., should be deployed.
Generally, the sensor measurements are time series with tem-
poral dependence. Recurrent neural network (RNN) whose
nodes are connected along a sequence was designed to model
temporal dependence in time series [27]. Therefore, an RNN
is naturally suitable for machine RUL prediction leveraging
sequential sensor measurements. However, the conventional
RNN often suffers from the problem of gradient vanishing or
exploding during the network training, which greatly degrades
its performance on modeling long-term dependencies [28]. To
solve this problem, Hochreiter and Schmidhuber proposed a new
architecture, named LSTM, which can be treated as a memory
cell that consists of a few gates [29]. The gates, which can allow
or prevent the passing of information along a sequence, can
capture long-term dependencies. Owing to its unique property,
the LSTM network has achieved great successes in the analysis
of time-series data, such as occupancy estimation [30], video
analysis [31], and nature language processing [32]. Recently, it
also has achieved great performance for the RUL prediction [21],
[22], [33].

A typical LSTM network is shown in Fig. 1. It consists of a
forget gate to discard the unnecessary information from previous
time steps, an input gate to select useful information from inputs,
and an output gate to control the outputs of the current LSTM
network. Assuming that xt is the input at time step t, ht is the
hidden state at time step t,Ct−1 is the memory cell state,wf ,wi,
wC , and wo are the weights, bf , bi, bC , and bo are the biases, and
σ(·) and tanh are the sigmoid and tanh functions, respectively,
the LSTM network can be expressed as

f t = σ
(
wf [ht−1, xt] + bf

)
it = σ

(
wi[ht−1, xt] + bi

)

Fig. 2. Standard LSTM for regression problems.

C̃t = tanh
(
wC [ht−1, xt] + bC

)
Ct = f t ∗ Ct−1 + it ∗ C̃t

ot = σ
(
wo[ht−1, xt] + bo

)
ht = ot ∗ tanh (Ct

)
. (2)

Due to the strong sequential modeling ability of the LSTM
network, it has been successfully used for machine RUL pre-
diction in [21] and [22]. However, they applied the standard
LSTM that only uses the learned features at last time step for
regression, which is shown in Fig. 2. We argue that the learned
features at other time steps may also have some contribution.
And the learned features may have different contribution for the
final RUL prediction. Therefore, we intend to design an attention
mechanism to learn the importance of features and time steps.
The details will be introduced in the following paragraphs.

B. Attention Mechanism

The attention mechanism is first proposed for the task of image
processing, inspired by human vision system [34], [35]. Human
always pays attention to a certain region of an image during
recognition, indicating that different weights will be assigned
to different regions of an image. The attention mechanism has
been successfully applied for a number of applications, such as
language translation [36] and time-series prediction [37].

For the task of machine RUL prediction, an efficient operation
is to focus on different region of interest by assigning different
weights for different features at different time steps. In this
task, since no prior information is available, we leverage a self-
attention mechanism to learn the importance of features and time
steps. Assume that the learned features by the LSTM network for
one sample can be expressed as H = {h1, h2, . . ., hd}�, � is
the transpose operation. Here, hi ∈ Rn, where n is the number
of sequential steps of the features. Based on the self-attention
mechanism, the importance for different sequential steps of ith
input hi can be expressed as

si = Φ(W�hi + b) (3)

where W and b are the weight matrix and the bias vector,
respectively, Φ(·) is the score function that can be designed as
an activation function in neural networks, such as sigmoid and
linear. After obtaining the score for the ith feature vector, it can
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Fig. 3. Example for the features of mean and trend coefficient.

be normalized using a softmax function as follows:

ai = softmax(si) =
exp(si)∑
i exp(si)

. (4)

The final output feature O of the attention mechanism can be
expressed as

O = H⊗A (5)

where A = {a1, a2, . . ., ad}, and ⊗ is a new opera-
tion defined as element-wise multiplication. Given vec-
tors b = [b1 b2 . . . bn]

� and c = [c1 c2 . . . cn]
�,

b⊗ c = [b1c1 b2c2 . . . bncn]
�.

C. Attention-Based Deep Learning for RUL Prediction

1) Handcrafted Features: For sensory-data-based RUL
prediction, some intuitive handcrafted features can be extracted,
such as mean and trend coefficient of linear regression. The
mean value shows the magnitude of sensory data, and the trend
coefficient indicates the degradation of sensory data. These two
simple handcrafted features have been shown to be effective for
RUL prediction in [16]. An example of these two features is
shown in Fig. 3. Note that, the features have been standardized
for normalization. It can be found that these two features well
indicate the properties of the raw sensory data.

To make full use of all the available information, we propose
a feature fusion framework to combine the features learned by
deep structures with some meaningful handcrafted features to
boost the performance of the RUL prediction. The details of the
proposed approach will be shown in the following paragraphs.

2) Proposed Framework: Fig. 4 shows the proposed
attention-based deep learning framework for the prediction of
machine RUL. First, the raw sensory data are fed into the LSTM
network for feature learning. The learned sequential features
are treated as the inputs of the attention model, whose outputs
(attention weights) indicate the importance of features and time
steps. Then, the learned sequential features are merged with the
weights generated by the attention model. After that, two fully
connected layers (FCLs) are performed to obtain more abstract
features. Meanwhile, the handcrafted features are extracted from
the raw sensory data, and then fed into an FCL to obtain more
abstract features. To make full use of these two types of features,

Fig. 4. Proposed attention-based deep learning approach for the RUL
prediction.

TABLE I
INPUTS OF SOME KEY MODULES

we concatenate them to form a complete feature set. Finally, a re-
gression layer is used for the RUL prediction. Table I summarizes
the inputs of some key modules, including the LSTM network,
the attention layer, the merge layer, and the fully connected layer
(i.e., the FCL at the right-hand side in Fig. 4).

Since the prediction of the RUL is a typical regression prob-
lem, the loss function of the proposed approach is set to be the
mean square error (MSE) loss, which is defined in Appendix.
Given the predicted RULs and the true RULs, the MSE losses
over training data can be calculated and back-propagated to
generate the error gradients for each layer (such as an LSTM
layer, attention layer, and fully connected layers). Then, the op-
timization method of Adam that computes adaptive learning rates
for each parameter [38] is adopted to optimize model parameters
at each layer based on the error gradients. Note that, the proposed
framework is an end-to-end trainable architecture, which means
that all the model parameters can be jointly trained. Considering
the overfitting problem in deep learning models, appropriate
regularization techniques should be performed. Dropout is one
of the most popular techniques for solving this problem [39]. In
dropout, parts of the hidden outputs are randomly masked so that
these neurons will not influence the forward propagation during
the model training. When it comes to testing, the dropout will
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Fig. 5. Diagram of aircraft engine [40].

TABLE II
DESCRIPTION OF THE DATASETS FOR EVALUATION [40], [41]

be turned OFF and the outputs of all hidden neurons will make
effects. In other view, it can be treated as a kind of ensemble
learning. In this work, two dropout layers are adopted (see
Fig. 4). The masking probability for dropout is set to be 0.5.

IV. EVALUATION

A. Data Description

The widely used commercial modular aero-propulsion system
simulation (C-MAPSS) dataset [40] is adopted for the evaluation
of the proposed approach. This dataset describes the degradation
process of the aircraft engine whose diagram is shown in Fig. 5.
The engine consists of fan, low pressure compressor (LPC), high
pressure compressor (HPC), combustor, low pressure turbine
(LPT), and high pressure turbine (HPT). Total 21 onboard sen-
sors, measuring temperature, pressure, and speed, are deployed
at different locations to monitor the condition of the engine.

The entire dataset contains four subdatasets with varying
number of operation conditions and faulty types. We choose
two typical subdatasets: the simplest one FD001 that contains
one operation condition and one faulty type and the most com-
plicated one FD004 that contains six operation conditions and
two faulty types. For FD001 and FD004, they both contain two
files for training and testing. The training file records sensor data
at each running cycle in the run-to-fail experiments for certain
number of engines. The testing file only contains the sensor mea-
surements to certain running cycles for another certain number
of engines. The objective is to predict the RUL of each engine
in the testing file with the given sensor measurements.

Another widely used dataset for evaluation is the PHM 2008
dataset [41], which has the same data structure with the C-
MAPSS dataset, but different number of training and testing
engines. The description of the datasets is shown in Table II.

For the 21 sensors (indices from 1 to 21 in training and testing
files), the sensors with indices 1, 5, 6, 10, 16, 18, and 19 always
have constant values during the run-to-fail experiments. This
means that these sensors are not related to the degradation of
engines. Hence, these sensors are removed from the two datasets
as did in [26] and [42]. Finally, 14 sensors are used for the RUL

prediction. Since different operating conditions will influence
the RUL, we treat operating conditions as measurement signals
for the RUL prediction. Therefore, the operating conditions and
sensor measurements are the final inputs of prediction models.

B. Data Preprocessing

A sliding window is commonly used for data segmenta-
tion [23], [26]. An example of data segmentation for training
samples is shown in Fig. 6. For the run-to-fail experiments,
assume that the number of total running cycles of an engine
is T , the window size is s and the step size is p. Each sample
will have a size of s× n, where n is the number of sensors.
According to Fig. 6, the RUL of the (i+ 1)th sample (window)
is T − s− i ∗ p. Note that, a piece-wise linear RUL [23], [26] is
used instead of the true RUL for training data, which means that
if the true RUL is larger than the maximal RUL, it will be set to
the maximal RUL. Here, we choose a window size of 30 and a
step size of 1, which are the same as these in [26]. Under these
settings, the numbers of training samples for FD001, FD004,
and PHM 2008 are 17 731, 54 028, and 39 596, respectively. For
testing, only one data window to the last sensor measurements
for each engine is used as the testing sample. Hence, the numbers
of testing samples for FD001, FD004, and PHM 2008 are 100,
248, and 218, respectively, which are the numbers of testing
engines in the three datasets. Note that, the actual RUL values
of testing samples for FD001 and FD004 are available to the
public, while the actual RUL values of testing samples for PHM
2008 are not available.

C. Evaluation Criteria

To evaluate the performance of the RUL prediction, two
widely used evaluation criteria, i.e., root mean square error
(RMSE) and scoring function, are adopted [23], [26]. The defi-
nition of the RMSE can be found in Appendix. In machine RUL
prediction, the late prediction refers to that the predicted RUL is
larger than the actual RUL. Late predictions will generally lead
to more severe consequences than the early prediction, however,
this fact cannot be reflected by the criterion of the RMSE. Thus,
the scoring function [23] (see the Appendix for the definition)
can be utilized. Based on the definition, more penalties will be
given to late predictions, which is consistent with our common
sense. Both criteria are useful to evaluate the performance of the
RUL prediction. Fig. 7 compares the RMSE with the scoring
function. Both criteria are useful to evaluate the performance of
the RUL prediction. Our experimental results will be reported
based on these two criteria.

D. Experimental Setup

To verify the effectiveness of the proposed approach, we first
perform an initial test on the training data of FD001, which
is split for training and testing. A comparison has been made
between the proposed approach and some widely used bench-
mark approaches including SVR, RF, CNN, and LSTM. We have
also compared the proposed approach with some state-of-the-art
approaches on the testing data of FD001, FD004, and PHM 2008
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Fig. 6. Example of data segmentation for the RUL prediction.

Fig. 7. RMSE versus scoring function [23].

datasets. Note that, the state-of-the-arts used the same data for
training and testing.

For the proposed attention-based deep learning approach,
some structural parameters, i.e., the number of hidden nodes,
should be tuned based on the given training data. A cross
validation is performed with the training data to determine the
parameters of the proposed approach. Specifically, the number
of hidden units for the LSTM network is 50. The hidden nodes
of two FCLs after the merge layer are set to be [50, 10]. And
the hidden nodes of the FCL on the handcrafted features are
set to be 10. The learning rate for the optimization algorithm
of Adam is set to be 0.001. For the algorithms of SVR, RF,
and CNN, we use the parameters in [23] and [26], which have
carefully tuned the parameters of the models. For the algorithm
of the conventional LSTM, the parameters have been carefully
tuned by using cross validation on the training data. Specifically,
the number of hidden nodes for the LSTM network is set to
be 50. Two FCLs with the sizes of [50, 10] are applied for
the RUL prediction. Considering the randomness in parameter
initialization of some algorithms, i.e., CNN, LSTM, and the
proposed approach, these algorithms are run ten times for each
dataset and average results are reported. The source code of the
proposed approach is available at the open-source GitHub.1

1[Online]. Available: https://github.com/ZhenghuaNTU/RUL-prediction-
using-attention-based-deep-learning-approach

E. Initial Test on FD001

In order to have more samples for testing, an initial test
is first performed with the training data in FD001. By using
sliding windows, 17 731 samples can be obtained. Here, we
use first 70% of data (12 412 samples) for model training and
the rest (5 319 samples) for testing. A comparison has been
made with some widely used benchmark algorithms for the
RUL prediction, including SVR, RF, CNN, and LSTM. The
results are shown in Fig. 8. We also indicate the 95% confidence
interval of all the results in the figure. It can be found that,
due to the powerful feature learning ability of deep structures,
deep-learning-based algorithms perform better than show mod-
els, i.e., SVR and RF. Due to the sequential modeling ability of
the LSTM, it has a superior performance over the CNN. Owing to
the proposed attention mechanism and the feature fusion frame-
work, the proposed approach outperforms all the benchmark
approaches.

We also present the training and testing time for different
algorithms on a workstation that has 12 core CPUs of Intel
i7-8700 3.20 GHz and a GPU of NVIDIA GeForce GTX1080Ti.
The results are shown in Table III. Obviously, deep-learning-
based approaches require much more training and testing time
than shallow models, because of much more parameters to be
optimized. The proposed approach has the longest training time,
which is 110.15 s. Considering that the model training only
requires to be done once and it is offline, this amount of time
for training is still acceptable. The testing time of the proposed
method for all the 5319 samples is only 0.42 s, which means
that the testing time for one sample is 7.8× 10−5 that can be
neglected for most of industrial applications. Hence, it can be
claimed that the proposed method can be used for real-time
implementations.

To better interpret the attention mechanism for the RUL
prediction, an attention matrix of one testing sample is illustrated
in Fig. 9. Since we set 50 hidden nodes for the LSTM network
and the sliding window contains 30 time steps, the final learned
features by the LSTM will have a dimension of 30 × 50. In the
conventional LSTM without the attention mechanism, only the
learned features at last time step of a sample will be used for
classification or regression problems. We argue that the learned
features at other time steps may also have some contribution for
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Fig. 8. Experimental results of all the benchmark approaches and the proposed approach in the initial test on FD001. (a) RMSE. (b) Score.

TABLE III
TRAINING AND TESTING TIME OF THE BENCHMARK APPROACHES AND THE

PROPOSED APPROACH

Fig. 9. Attention matrix of one sample.

the RUL prediction. From Fig. 9, it can be found that more recent
time steps will have larger attention weights, indicating that more
recent steps will be more important for the RUL prediction. This
is consistent with our common sense. Although the learned fea-
tures at each time step cannot be explicitly interpreted because
they are high-level features learned by the LSTM network, we
can still concur that they will have different contribution for
the final RUL prediction, which has been achieved by using the
attention mechanism.

F. Results on the Testing Data of FD001 and FD004

Here, we first analyze the impact of the window size on the
performance of the RUL prediction. Then, an ablation study
is performed to demonstrate the effectiveness of the proposed
attention mechanism and feature fusion. Finally, we compare

Fig. 10. Experimental results of the proposed approach with different
window sizes on the two datasets. (a) FD001: RMSE. (b) FD001: Score.
(c) FD004: RMSE. (d) FD004: Score.

the proposed approach with some state-of-the-art methods for
the RUL prediction that use the same data for model training
and testing.

1) Analysis on Window Size: For data preprocessing, win-
dow size is one of the most important parameters. To evaluate the
impact of this parameter, we implement the proposed approach
with different window sizes, i.e., 10, 20, 30, 40, 50, and 60,
on the two datasets. The results are shown in Fig. 10. For the
simple FD001 dataset, it can be found that the performance is
enhanced when increasing window size at the beginning. This
is because more information is included for the RUL prediction.
However, after increasing the window size over a certain value,
i.e., 30, the performance of model degrades on this dataset. This
may be caused by the overfitting of the algorithm with too much
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TABLE IV
RESULTS OF THE ABLATION STUDY

TABLE V
EXPERIMENTAL RESULTS ON THE FD001 AND FD004 DATASETS

information for this simple dataset. For the much more compli-
cated FD004 dataset, similarly, the performance of the model is
enhanced when the number of hidden nodes increases from 10 to
30. After 30, the performance slightly degrades, which may be
because the other model parameters are tuned under 30, resulting
a slight degradation of the performance with different number
of hidden nodes. Moreover, we interestingly find that when we
further increase the number of hidden nodes, the performance of
the model improves a lot on this complicated dataset. This means
that the complicated dataset may require more information for an
accurate RUL prediction. The performance of the model under
the window sizes of 50 and 60 is similar, which should be caused
by the limited modeling capacity of the model with large amount
of information. Therefore, we may be able to further enhance
the performance of the model by using more hidden nodes or
deeper structure.

In summary, it can be concluded that more complicated
datasets require a larger window size to include more infor-
mation for an accurate RUL prediction. In real applications,
we should choose different window sizes for different datasets
by using cross validation on the training data. To give a fair
comparison with state-of-the-arts that used a sliding window of
30 in their works [22], [26], a window size of 30 is chosen in
this work.

2) Ablation Study of the Proposed Approach: To evalu-
ate the effectiveness of the proposed attention mechanism and
feature fusion, an ablation study of the proposed approach is
performed. Specifically, we implement the original LSTM, the
LSTM with attention, the LSTM plus handcrafted features and
the proposed framework. The results can be found in Table IV
and Fig. 11.

Generally, the LSTM with attention and the LSTM plus
feature fusion outperform the original LSTM, which indicates
the effectiveness of the two proposed schemes. Moreover, it
can be found that the LSTM plus feature fusion has a superior
performance than the LSTM with attention mechanism in terms
of the RMSE, Score, and their variances. This means that the
proposed feature fusion is more effective than the proposed
attention mechanism to enhance the performance of the original

Fig. 11. Experimental results of the ablation study. (a) FD001: RMSE.
(b) FD001: Score. (c) FD004: RMSE. (d) FD004: Score.

LSTM for the RUL prediction. In other words, the handcrafted
features well compensate the automatically learned features for
the task of the RUL prediction. The proposed approach with
these two effective schemes achieves the best performance on
the two datasets in terms of error and variance under the two
criteria.

3) Compare to State-of-the-Arts: The experimental results
of the proposed approach and some state-of-the-art approaches
on the two datasets are shown in Table V. Overall, all the
approaches perform better on the FD001 than that on the FD004.
This is because the FD001 is relatively simple with only one
operation condition and one faulty type. Besides, the number of
engines for testing in the FD004 is 248, which is much larger than
that in the FD001. Therefore, the scores that are summations over
all the engines of the FD004 and the FD001 are under different
magnitude.
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Fig. 12. True RUL and the predicted RUL by the proposed approach
on the two datasets. (a) FD001. (b) FD004.

According to Table V, deep-learning-based methods, such
as LSTM, DBN, and MODBNE, perform better than statistic
learning algorithm of Cox’s regression and shallow learning
algorithms, i.e., MLP, SVR, RVR, ELM, and RF. This indicates
the powerful feature learning ability of deep structures. The
MODBNE, which is an ensemble of the DBN, outperforms
the other benchmark approaches, due to the feature learning
of the DBN and the ensemble structure. However, the ensemble
structure of the DBN will have a much higher computational
complexity than other shallow and deep structures. Owing to the
proposed attention mechanism and feature fusion framework,
the proposed approach outperforms all these state-of-the-art
approaches, including the powerful ensemble deep learning
approach of MODBNE.

The predicted RUL on the two datasets is shown in Fig. 12.
For both datasets, the predicted RUL matches very well with the
true RUL, which indicates the feasibility of the RUL prediction.
Since FD001 is relatively simple, the prediction performance on
FD001 is better than that on FD004, which is consistent with our
previous analysis based on Table V.

G. Results on the PHM 2008 Dataset

For the PHM 2008 dataset, the actual RUL values of testing
samples are not available. The results need to be uploaded to the
NASA Data Repository Website2 where a score value [see (8)]
will be given.

The results on the PHM 2008 dataset are shown in Table VI. It
can be found that deep-learning-based solutions performs much
better than statistic and shallow learning algorithms. Due to the
sequential modeling capacity of the LSTM, it outperforms the
popular CNN approach. The proposed approach has a superior
performance over all the benchmark approaches, which indicates
its effectiveness on the RUL prediction.

2[Online]. Available: https://ti.arc.nasa.gov/tech/dash/groups/pcoe/prognos
tic-data-repository/

TABLE VI
EXPERIMENTAL RESULTS ON THE PHM 2008 DATASET

V. CONCLUSION

In this article, we proposed an attention-based deep learning
framework for the machine RUL prediction. First, we employed
the deep learning algorithm of the LSTM for automatic feature
learning from raw sensory data. Then, an attention mechanism
was proposed to learn the importance of features and time steps,
and automatically assign larger weights to more important ones.
Meanwhile, some handcrafted features with domain knowledge
may convey additional information for the RUL prediction.
Hence, a feature fusion framework was designed to combine
the handcrafted features and the automatically learned features
to boost the performance of the RUL prediction. The proposed
approach was evaluated using real datasets. Since the size of
the sliding window is important for the RUL prediction, the
impact of different window size on the prediction performance
was investigated. Then, we verified the effectiveness of the pro-
posed attention mechanism and feature fusion for the machine
RUL prediction. Finally, a comparison was made with various
state-of-the-art approaches. The proposed approach outperforms
these state-of-the-arts under two popular evaluation criteria.

For machine-learning-based RUL prediction, the basic as-
sumption is that the underline patterns between training and
testing data are the same. However, if the training and testing data
are collected under different environments, working conditions,
or machines, the underline patterns between training and testing
data may be distinct, which will hinder the performance of
machine-learning-based methods [43]. To solve this issue, trans-
fer learning, which is able to transfer the knowledge learned from
one domain to another [44] can be adopted. In our future works,
we will investigate transfer-learning-based RUL prediction with
varying environments, working conditions, orenlrg machines.

APPENDIX

Loss Function: The MSE loss is defined as follows:

MSE Loss =
1

N

N∑
i=1

(r̂i − ri)
2 (6)

where ri and r̂i are the true RUL and the predicted RUL,
respectively, and N is the total number of samples.

Evaluation Metrics: The definition of the RMSE is as follows:

RMSE =

√
1

N

∑N

i=1
(r̂i − ri)2 (7)
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where ri and r̂i are the true RUL and the predicted RUL,
respectively. The scoring function [23] is defined as

S =

{∑N
i=1(e

− r̂i−ri
13 − 1), when r̂i < ri∑N

i=1(e
r̂i−ri

10 − 1), when r̂i ≥ ri
. (8)

REFERENCES

[1] L. Liao, “Discovering prognostic features using genetic programming in
remaining useful life prediction,” IEEE Trans. Ind. Electron., vol. 61, no. 5,
pp. 2464–2472, May 2014.

[2] Y. Qian, R. Yan, and R. X. Gao, “A multi-time scale approach to remaining
useful life prediction in rolling bearing,” Mech. Syst. Signal Process.,
vol. 83, pp. 549–567, 2017.

[3] Q. Zhai and Z.-S. Ye, “RUL prediction of deteriorating products using an
adaptive wiener process model,” IEEE Trans. Ind. Informat., vol. 13, no. 6,
pp. 2911–2921, Dec. 2017.

[4] Y. Lei, N. Li, L. Guo, N. Li, T. Yan, and J. Lin, “Machinery health
prognostics: A systematic review from data acquisition to RUL prediction,”
Mech. Syst. Signal Process., vol. 104, pp. 799–834, 2018.

[5] C. R. David et al., “Regression models and life tables (with discussion),”
J. Roy. Statistical Soc., vol. 34, no. 2, pp. 187–220, 1972.

[6] H. T. Pham et al., “Machine performance degradation assessment and
remaining useful life prediction using proportional hazard model and
support vector machine,” Mech. Syst. Signal Process., vol. 32, pp. 320–330,
2012.

[7] H. Liao, W. Zhao, and H. Guo, “Predicting remaining useful life of an
individual unit using proportional hazards model and logistic regression
model,” in Proc. Annu. Rel. Maintainability Symp., 2006, pp. 127–132.

[8] M.-Y. You, L. Li, G. Meng, and J. Ni, “Two-zone proportional hazard
model for equipment remaining useful life prediction,” J. Manuf. Sci. Eng.,
vol. 132, no. 4, 2010, Art. no. 041008.

[9] X.-S. Si, W. Wang, C.-H. Hu, and D.-H. Zhou, “Remaining useful life
estimation—A review on the statistical data driven approaches,” Eur. J.
Oper. Res., vol. 213, no. 1, pp. 1–14, 2011.

[10] T. H. Loutas, D. Roulias, and G. Georgoulas, “Remaining useful life esti-
mation in rolling bearings utilizing data-driven probabilistic e-support vec-
tors regression,” IEEE Trans. Rel., vol. 62, no. 4, pp. 821–832, Dec. 2013.

[11] T. Benkedjouh, K. Medjaher, N. Zerhouni, and S. Rechak, “Remaining
useful life estimation based on nonlinear feature reduction and support
vector regression,” Eng. Appl. Artif. Intell., vol. 26, no. 7, pp. 1751–1760,
2013.

[12] N. Gebraeel, M. Lawley, R. Liu, and V. Parmeshwaran, “Residual life
predictions from vibration-based degradation signals: A neural network
approach,” IEEE Trans. Ind. Electron., vol. 51, no. 3, pp. 694–700,
Jun. 2004.

[13] Z. Tian, “An artificial neural network method for remaining useful life
prediction of equipment subject to condition monitoring,” J. Intell. Manuf.,
vol. 23, no. 2, pp. 227–237, 2012.

[14] K. Javed, R. Gouriveau, and N. Zerhouni, “A new multivariate approach
for prognostics based on extreme learning machine and fuzzy clustering,”
IEEE Trans. Cybern., vol. 45, no. 12, pp. 2626–2639, Dec. 2015.

[15] P. G. Nieto, E. Garcia-Gonzalo, F. S. Lasheras, and F. J. de Cos Juez,
“Hybrid PSO–SVM-based method for forecasting of the remaining useful
life for aircraft engines and evaluation of its reliability,” Rel. Eng. Syst.
Safety, vol. 138, pp. 219–231, 2015.

[16] R. Khelif, B. Chebel-Morello, S. Malinowski, E. Laajili, F. Fnaiech, and
N. Zerhouni, “Direct remaining useful life estimation based on support
vector regression,” IEEE Trans. Ind. Electron., vol. 64, no. 3, pp. 2276–
2285, Mar. 2017.

[17] F. Yang, M. S. Habibullah, T. Zhang, Z. Xu, P. Lim, and S.
Nadarajan, “Health index-based prognostics for remaining useful life pre-
dictions in electrical machines,” IEEE Trans. Ind. Electron., vol. 63, no. 4,
pp. 2633–2644, Apr. 2016.

[18] D. Wu, C. Jennings, J. Terpenny, R. X. Gao, and S. Kumara, “A compara-
tive study on machine learning algorithms for smart manufacturing: Tool
wear prediction using random forests,” J. Manuf. Sci. Eng., vol. 139, no. 7,
2017, Art. no. 071018.

[19] L. Liao, W. Jin, and R. Pavel, “Enhanced restricted Boltzmann machine
with prognosability regularization for prognostics and health assessment,”
IEEE Trans. Ind. Electron., vol. 63, no. 11, pp. 7076–7083, Nov. 2016.

[20] R. Zhao, R. Yan, Z. Chen, K. Mao, P. Wang, and R. X. Gao, “Deep learning
and its applications to machine health monitoring,” Mech. Syst. Signal
Process., vol. 115, pp. 213–237, 2019.

[21] S. Zheng, K. Ristovski, A. Farahat, and C. Gupta, “Long short-term
memory network for remaining useful life estimation,” in Proc. IEEE Int.
Conf. Prognostics Health Manage., 2017, pp. 88–95.

[22] J. Zhang, P. Wang, R. Yan, and R. X. Gao, “Long short-term memory for
machine remaining life prediction,” J. Manuf. Syst., vol. 48, pp. 78–86,
2018.

[23] G. S. Babu, P. Zhao, and X.-L. Li, “Deep convolutional neural network
based regression approach for estimation of remaining useful life,” in Proc.
Int. Conf. Database Syst. Adv. Appl., 2016, pp. 214–228.

[24] J. Zhu, N. Chen, and W. Peng, “Estimation of bearing remaining useful
life based on multiscale convolutional neural network,” IEEE Trans. Ind.
Electron., vol. 66, no. 4, pp. 3208–3216, Apr. 2019.

[25] J. Deutsch and D. He, “Using deep learning-based approach to predict
remaining useful life of rotating components,” IEEE Trans. Syst., Man,
Cybern.: Syst., vol. 48, no. 1, pp. 11–20, Jan. 2018.

[26] C. Zhang, P. Lim, A. Qin, and K. C. Tan, “Multiobjective deep belief
networks ensemble for remaining useful life estimation in prognostics,”
IEEE Trans. Neural Netw. Learn. Syst., vol. 28, no. 10, pp. 2306–2318,
Oct. 2017.

[27] J. A. Bullinaria, “Recurrent neural networks,” Neural Comput., Lecture,
vol. 12, 2013.

[28] R. Zhao, D. Wang, R. Yan, K. Mao, F. Shen, and J. Wang, “Ma-
chine health monitoring using local feature-based gated recurrent unit
networks,” IEEE Trans. Ind. Electron., vol. 65, no. 2, pp. 1539–1548,
Feb. 2018.

[29] S. Hochreiter and J. Schmidhuber, “Long short-term memory,” Neural
Comput., vol. 9, no. 8, pp. 1735–1780, 1997.

[30] Z. Chen, R. Zhao, Q. Zhu, M. K. Masood, Y. C. Soh, and K. Mao,
“Building occupancy estimation with environmental sensors via CD-
BLSTM,” IEEE Trans. Ind. Electron., vol. 64, no. 12, pp. 9549–9559,
Dec. 2017.

[31] K. Zhang, W.-L. Chao, F. Sha, and K. Grauman, “Video summarization
with long short-term memory,” in Proc. Eur. Conf. Comput. Vision, 2016,
pp. 766–782.

[32] H. Palangi et al., “Deep sentence embedding using long short-term
memory networks: Analysis and application to information retrieval,”
IEEE/ACM Trans. Audio, Speech Lang. Process., vol. 24, no. 4,
pp. 694–707, Apr. 2016.

[33] Y. Cheng, H. Zhu, J. Wu, and X. Shao, “Machine health monitoring
using adaptive kernel spectral clustering and deep long short-term memory
recurrent neural networks,” IEEE Trans. Ind. Informat., vol. 15, no. 2,
pp. 987–997, Feb. 2019.

[34] K. Xu et al., “Show, attend and tell: Neural image caption genera-
tion with visual attention,” in Proc. Int. Conf. Mach. Learn., 2015,
pp. 2048–2057.

[35] W. Du, Y. Wang, and Y. Qiao, “Recurrent spatial-temporal attention
network for action recognition in videos,” IEEE Trans. Image Process.,
vol. 27, no. 3, pp. 1347–1360, Mar. 2018.

[36] D. Bahdanau, K. Cho, and Y. Bengio, “Neural machine translation by
jointly learning to align and translate,” 2014, arXiv:1409.0473.

[37] Y. Wu, H. Tan, L. Qin, B. Ran, and Z. Jiang, “A hybrid deep learning
based traffic flow prediction method and its understanding,” Transp. Res.
C, Emerg. Technol., vol. 90, pp. 166–180, 2018.

[38] D. Kingma and J. Ba, “Adam: A method for stochastic optimization,”
2014, arXiv:1412.6980.

[39] G. E. Hinton, N. Srivastava, A. Krizhevsky, I. Sutskever, and R. R.
Salakhutdinov, “Improving neural networks by preventing co-adaptation
of feature detectors,” 2012, arXiv:1207.0580.

[40] A. Saxena, K. Goebel, D. Simon, and N. Eklund, “Damage propagation
modeling for aircraft engine run-to-failure simulation,” in Proc. Int. Conf.
Prognostics Health Manage., 2008, pp. 1–9.

[41] A. Saxena and K. Goebel, “PHM08 challenge data set,” NASA AMES
Prognostics Data Repository, Moffett Field, CA, USA, Tech. Rep.,
2008.

[42] P. Lim, C. K. Goh, K. C. Tan, and P. Dutta, “Estimation of remaining useful
life based on switching Kalman filter neural network ensemble,” in Proc.
IEEE Int. Conf. Prognostics and Health Management, 2014, pp. 2–9.

[43] R. Yan, F. Shen, C. Sun, and X. Chen, “Knowledge transfer for rotary
machine fault diagnosis,” IEEE Sensors J., 2019.

[44] S. J. Pan and Q. Yang, “A survey on transfer learning,” IEEE Trans. Knowl.
Data Eng., vol. 22, no. 10, pp. 1345–1359, Oct. 2010.

Authorized licensed use limited to: Nanyang Technological University. Downloaded on May 12,2021 at 10:28:40 UTC from IEEE Xplore.  Restrictions apply. 



CHEN et al.: MACHINE RUL PREDICTION VIA AN ATTENTION-BASED DEEP LEARNING APPROACH 2531

Zhenghua Chen received the B.Eng. degree
in mechatronics engineering from the Univer-
sity of Electronic Science and Technology of
China, Chengdu, China, in 2011, and the Ph.D.
degree in electrical and electronic engineering
from Nanyang Technological University, Singa-
pore, in 2017.

He is currently a Scientist with the Institute
for Infocomm Research, Agency for Science,
Technology and Research (A*STAR), Singa-
pore. His research interests include data analyt-

ics in smart buildings, ubiquitous computing, Internet of Things, machine
learning, and deep learning.

Min Wu received the B.S. degree in computer
science from the University of Science and
Technology of China, Hefei, China, in 2006,
and the Ph.D. degree in computer science from
Nanyang Technological University, Singapore,
in 2011.

He is currently a Senior Scientist with Data
Analytics Department, Institute for Infocomm
Research, Agency for Science, Technology and
Research (A*STAR), Singapore. His current re-
search interests include machine learning, data

mining, and bioinformatics.
Dr. Wu was the recipient of the Best Paper Awards in the International

Conference on Bioinformatics in 2016 and International Conference on.
Database Systems for Advanced Applications in 2015. He also won the
International Joint Conferences on Artificial Intelligence Competition on
repeated buyers prediction in 2015.

Rui Zhao received the B.Eng. degree in mea-
surement and control from Southeast University,
Nanjing, China, in 2012, and the Ph.D. degree in
machine learning from Nanyang Technological
University, Singapore, in 2017.

He is currently working as a Quantitative Re-
searcher with Harveston, Singapore. His cur-
rent research interests include machine learning
and its applications on text mining and machine
health monitoring.

Feri Guretno received the B.Eng. degree
in electrical and electronic engineering from
Nanyang Technological University, Singapore,
in 2007, and the M.Sc. degree in system design
and management from the National University
of Singapore, Singapore, in 2010.

He was the Founding Engineer for iTwin, an
A*STAR Startup, that enables simple and se-
cure access to data and networks. He has
worked at an early stage of other technological
startups in Indonesia and Singapore. He is cur-

rently working as a Senior Research Engineer with Machine Intelection
Department, Institute for Infocomm Research, Singapore, focusing in
Industrial Internet of Things and medical technology.

Xiaoli Li received the Ph.D. degree from the
Institute of Computing Technology, Chinese
Academy of Sciences. He is currently a Prin-
cipal Scientist with the Institute for Infocomm
Research, A*STAR, Singapore. He is also an
Adjunct Professor with the School of Computer
Science and Engineering, Nanyang Technologi-
cal University, Singapore. He has authored and
coauthored more than 180 high quality pa-
pers. His research interests include data min-
ing, machine learning, artificial intelligence, and

bioinformatics.
Prof. Li has been serving as a (Senior) Program Committee

Member/Workshop Chair/Session Chair in leading data mining and
artificial-intelligence-related conferences, including KDD, ICDM, SDM,
PKDD/ECML, WWW, IJCAI, AAAI, ACL, and CIKM. He has won numer-
ous best paper/benchmark competition awards.

Ruqiang Yan (M’07–SM’11) received the M.S.
degree in precision instrument and machinery
from the University of Science and Technology
of China, Hefei, China, in 2002, and the Ph.D.
degree in mechanical engineering from the Uni-
versity of Massachusetts, Amherst, MA, USA, in
2007.

From 2009 to 2018, he was a Professor with
the School of Instrument Science and Engineer-
ing, Southeast University, Nanjing, China. He
joined the School of Mechanical Engineering,

Xi‘an Jiaotong University, Xi’an, China, in 2018. He holds 28 patents,
and authored and coauthored two books and more than 200 papers in
technical journals and conference proceedings. His research interests
include data analytics, machine learning, and energy-efficient sensing
and sensor networks for the condition monitoring and health diagnosis
of large-scale, complex, dynamical systems.

Dr. Yan became a Fellow of the American Society of Mechanical
Engineers, in 2019. He was the recipient of several honors and awards
including the IEEE Instrumentation and Measurement Society Technical
Award in 2019, the New Century Excellent Talents in University Award
from the Ministry of Education in China, in 2009, and multiple best paper
awards. He is an Associate Editor-in-Chief for the IEEE TRANSACTIONS
ON INSTRUMENTATION AND MEASUREMENT and an Associate Editor for the
IEEE SYSTEMS JOURNAL.

Authorized licensed use limited to: Nanyang Technological University. Downloaded on May 12,2021 at 10:28:40 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


