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Abstract— The remaining useful life (RUL) prediction plays a
pivotal role in the predictive maintenance of industrial manufac-
turing systems. However, one major problem with the existing
RUL estimation algorithms is the assumption of a single health
degradation trend for different machine health stages. To improve
the RUL prediction accuracy with various degradation trends,
this article proposes an algorithm dubbed degradation-aware
long short-term memory (LSTM) autoencoder (AE) (DELTA).
First, the Hilbert transform is adopted to evaluate the degrada-
tion stage and factor with the real-time sensory signal. Second,
we adopt LSTM AE to predict RUL based on multisensor time-
series data and the degradation factor. Distinct from the existing
studies, the proposed framework is able to dynamically model the
degradation factor and explore latent variables to improve RUL
prediction accuracy. The performance of DELTA is evaluated
with the open-source FEMTO bearing data set. Compared with
the existing algorithms, DELTA achieves appreciable improve-
ments in the RUL prediction accuracy.

Index Terms— Industrial internet-of-things (IIoT), long short-
term memory (LSTM) autoencoder (AE), prognostic technique,
remaining useful life (RUL).

I. INTRODUCTION

THE rapid development of the Industrial Internet of Things
(IIoT) promotes the technological evolutions in manu-

facturing systems. In the IIoT environment, there are various
sensors used for monitoring and controlling the industrial
production processes. These heterogeneous sensor readings
are able to reflect the healthy levels of machines/components.
Therefore, it is desirable to take advantage of these sensory
data to perform condition-based maintenance rather than the
traditional time-based maintenance [1], [2]. Such prognos-
tic technique can be achieved by developing algorithms for
remaining useful life (RUL) prediction [3]–[5].

In particular, the practical challenges for RUL prediction
are as follows.
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1) Health Degradation Trend: In complex machines with
various components, it is extremely difficult or even
impossible to develop mechanical-condition-based mod-
els for degradation trend analysis. For instance, the
data-driven RUL prediction algorithms assume the
exponential degradation trend. These algorithms are
applicable when the machine health measurements
are unavailable. However, the exponential degradation
trend assumption may not stand in scenarios, such as
approaching failure.

2) Noisy Sensory Readings: Sensory readings are often
interfered with by different levels of environmental
noise. The noisy levels of various sensors may even
differ from each other significantly.

3) Temporal Dependencies: The various machinery com-
ponents interact with each other in a complex way,
and this results in complicated temporal dependencies
among different sensors. It is important and necessary
to exploit the sensor readings to capture the complex
operational behaviors of machines with regard to the
temporal dependencies.

To address the above issues, there are a plethora of RUL
prediction schemes proposed in recent studies that can be clas-
sified into the modeling- [1]–[4], [6] and data-based [7]–[12]
algorithms. However, the data-based solutions require a large
amount of training data to develop the highly accurate model.
Conventionally, a system degradation model is assumed in
the modeling-based approaches for the specific component
without sufficient evidence/proof [4].

This article overcomes the practical challenges by adopt-
ing long short-term memory (LSTM) autoencoder (AE)
for the RUL prediction. The main motivation for us to
use deep learning in RUL prediction is the complexity of
different bearing systems. The degradation patterns and fea-
tures of various bearing systems significantly vary from each
other because of the differences in physical properties and
operational environments. The traditional statistical model-
based techniques are normally developed for specific bear-
ing systems based on mathematical modeling and expert
knowledge. The main limitation of such modeling-driven
techniques is the applicability to other bearing systems.
Deep learning algorithms are able to automatically learn
the degradation features/patterns of different bearing systems
from historical sensory data. Therefore, we can develop
RUL prediction solutions for various bearing systems by
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retraining the deep learning model with different sensory
data.

The mechanism of our proposed approach can be described
as follows: an LSTM-based encoder is adapted to convert a
multivariate input sequence to a fixed-dimension data vec-
tor. Then, an LSTM-based decoder adopts this vector rep-
resentation to generate a target sequence. LSTM AE-based
solutions learn a model to rebuild the normal data such
that the generated model is able to rebuild the subsequences
which reflect normal behavior. One main problem with the
existing algorithms [7]–[9] is the assumption of degradation
trends. To remedy this disadvantage, this article develops a
degradation trend evaluation algorithm based on the Hilbert
transform [13].

The proposed degradation-aware LSTM AE (DELTA) is
able to capture different levels of RUL degradation trends
and, thus, minimize the possibility of early/late predictions.
Our experimental results indicate that the degradation factor
increases as the machine condition deteriorates. Furthermore,
our proposed DELTA is not dependent on expert domain
knowledge or degradation trend assumption. In particular, our
contributions in this research can be summarized as follows.

1) We propose a degradation-aware RUL prediction scheme
that effectively integrates the following two key mod-
ules: 1) a healthy stage and degradation factor evaluation
algorithm that leverages the Hilbert transform to identify
the current machine status and 2) an RUL prediction
algorithm with LSTM AE by means of latent variable
exploration and degradation similarity matching.

2) We evaluate the performance with the open-source
FEMTO data set [14] for bearing system degradation.
Experimental results demonstrate the proposed DELTA
framework achieves higher prediction accuracy than
multilayer perceptron (MLP), extreme gradient boost
(XGBoost), random forest regression (RFR), convolu-
tional neural network (CNN) [5], LSTM, and support
vector regression (SVR) [4], respectively.

The remainder of this article includes the following parts.
Section II briefly reviews the related work close to this article.
In Section III, we present the system framework and introduce
the proposed algorithms in detail. The performance evaluation
is provided in Section IV.

II. RELATED WORK

In this section, we review the recent studies on RUL
estimation that can be generally divided into: 1) data-driven;
2) model-driven; and 3) hybrid methods.

A. Data-Driven RUL Prediction

In [3], the extended Kalman filter is adopted for the RUL
estimation. In [4], the relationship between health indicator
and sensory data values is directly modeled using SVR.
Furthermore, an off-line wrapper variable is used for selection
before model training. Babu et al. [5] adopt deep CNN based
on regression scheme for RUL prediction. The convolutional
and pooling filters in [5] are used in conjunction with the tem-
poral dimension on the sensory data captured from multiple

channels. Mosallam et al. [15] propose a data-driven method
for RUL prediction with off-line and online phases for health
indicator and RUL predictor calculations. Orchard et al. [16]
develop an RUL prediction algorithm that merges the dif-
ferent information obtained from the multiple features and
appropriately correlates with the machinery failure. Then,
the authors estimate the RUL using a particle filtering-based
algorithm. Miao et al. [17] combine an unscented particle
filter scheme and degradation modeling to estimate the RUL.
The probability distributions of the last step for the online
update are considered as the RUL value distribution. The belief
functions are adopted by Ramasso et al. [18] to categorize the
original sensory data into four healthy states. Then, the RUL
is estimated as the duration from degradation to the failure
state.

In [19], a joint fuzzy mean clustering and neural network
method is adopted to classify the sensory data into dynamic
health status. The RUL is calculated based on the time stamp
of the failure status. Miaot et al. [31] design a dual-task
deep long short-term memory networks for joint degradation
evaluation and RUL prediction. This improves the robust-
ness and accuracy of the assessment and prediction results.
Xia et al. [32] propose a two-stage RUL prediction approach
with an AE -based DNN and regression models based on
shallow neural networks.

B. Model-Driven RUL Prediction

In instance-based learning research, the system degradation
is expressed as a health indicator obtained with the fuzzy
model [20], unsupervised kernel regression modeling [21], and
linear regression [22], or using upper and lower envelopes
of a moving path to compute polygons [23]. Then, the RUL
is calculated as a weighted smooth moving average of all
useful life values from similar cases. The particle swarm
optimization is adopted by Qin et al. [24] to obtain SVR
configuration parameters. Loutas et al. [27] use the Wiener
entropy to monitor conditions and locate critical system faults.
Lei et al. [29] propose a machine RUL prediction method that
includes: 1) a stochastic model that characterizes the machine
degradation process with multiple variable sources and 2) a
Kalman particle filtering scheme to predict RUL and estimate
the system states.

C. Hybrid RUL Prediction

There are also some studies using pattern matching for
prognostic. These models first estimate the variation of a
failure signal, and the RUL is then estimated as the duration
for the signal to approach the end of life (EOL). These
approaches generally require adjusting failure threshold values.
The SVR [24] or support vector machines [25] are adopted
to capture degradation models. The minimal value obtained
with the three mathematical models in reference [25] is
used to estimate the RUL. In [26], the RUL prediction is
conducted only for the state near the EOL and is defined as a
percentage of EOL values. With regard to the threshold value
of the modeled critical operational condition, the RUL is then
predicted. Dong et al. [28] integrate SVR-PF model to predict
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Fig. 1. System design of the proposed DELTA framework.

the component degradation time. Then, the RUL is estimated
by profiling the probability distribution.

In summary, a failure threshold is generally required in
degradation and regression-based prognostic methods. How-
ever, a static threshold is difficult to estimate, and such
static parameters are not adaptive to environmental changes.
On the other side, the pattern matching methods normally
have no dependence on threshold values. RUL prediction
is the procedure of tracing the correct trend following its
EOL value. Nonetheless, this approach cannot derive the right
solutions in the case that matched patterns are absent. This
article leverages the advantages of machine learning-based
classification and regression. The special features of different
stages are leveraged to improve the prediction accuracy.

III. DEGRADATION-AWARE RUL PREDICTION

The system diagram of the proposed DELTA is presented
in Fig. 1. The multivariate real-time sensory data are collected
from various sensors in manufacturing systems. With the
heterogeneous sensory data, DELTA performs RUL prediction
with the three steps: 1) feature-based health stage identifica-
tion; 2) degradation factor calculation with LSTM AE; and
3) RUL estimation with the health stage and degradation factor.
The main contributions to adopt the LSTM AE for our consid-
ered RUL prediction problem include: 1) interleaved usage of
LSTM unit and encoder–decoder pairs for degradation factor
estimation; 2) introduce a linear layer with bias vector above
the decoder to calculate the updated degradation factor; and
3) normalize the reconstruction errors from multiple sequences
for the final prediction value. The following subsections will
introduce the details of each step.

A. Feature-Based Healthy Stage Identification

The objective of the health stage identification is to estimate
the current health level. Many feature-based algorithms can be
adopted for this healthy stage identification. In this article,
the Hilbert–Huang transform (HHT) is employed for the
degradation parameter estimation.

HHT is a signal processing algorithm developed for time–
frequency data to analyze nonstationary features. In recent
studies, HHT is widely used in signal/data processing, includ-
ing prognostic and fault detection [13]. Specifically, a time-
series signal x(t) is divided by HHT into several intrinsic
modal functions (IMFs) that stand for the mean signal. These
IMFs are derived from empirical mode decomposition (EMD),
and the input signal is expressed in different frequency bands.

Suppose that the notation mi0 denote the average value of the
lower and upper envelopes for the vibration signal x(t). The
first important component denoted with h10 is the difference
between the signal x(t) and mik : x(t) − mik(t) = hik(t). hik

is classified as an IMF if it satisfies the conditions as follows.
1) In the time-series signal x(t), the number of zero-

crossings and the number of extremes should either
equal to each other or differ at most by one.

2) For each time step t , the average value of the locally
maximal envelope and the locally minimal envelope
value is close to zero.

This shifting process is running iteratively until time k on hik

until the mean value between the upper and lower envelopes
is close to zero at each point

hik(t) = hi(k−1)(t) − mi(k−1)(t) (1)

in which m1(k−1)(t) represents the mean value and k is the
iteration number.

The signal x(t) is converted into multiple IMFs with EMD.
The first IMF is the highest frequency signal component.
Then, the low-frequency signal components are decomposed
the other IMFs. The frequency band of each IMF differs
from other functions with regard to the signal value x(t).
The identification process includes extracting the instantaneous
amplitude ai(t), the Hilbert marginal spectrum hi ( f ) of the
frequency domain, and the instantaneous frequency fi (t).
In the following analysis, we use the symbol ci (t) to represent
a modal function. The mathematical expression of an IMF
cA

i (t) is presented with the following equation:

cA
i (t) = ci(t) + j · cH

i (t) = ai(t)e
jθi (t) (2)

in which cH
i (t) denotes the Hilbert transform of ci(t), that is,

cH
i (t) = 1

π
P

�
ci(s)

t − s
ds (3)

in which P stands for the Cauchy principal value.
Based on the analytical IMF ci(t), the phase θi(t) and

instantaneous amplitude ai(t) can be obtained from the polar
coordinate. The two values can be expressed as follows:⎧⎪⎨

⎪⎩
ai(t) =

�
c2

i + cH 2
i

θi(t) = tan−1

�
cH

i

ci

	
.

(4)

The instantaneous frequency fi (t) can be calculated from
the phase θi(t) with the equation of

fi (t) = 1

2π

dθi(t)

dt
. (5)

The formula to calculate the Hilbert marginal spectrum is

hi ( f ) =
�

hi ( f, t)dt =
�

a2
i ( fi , t)dt (6)

in which hi( f, t) denotes the Hilbert spectral density calcu-
lated from the i th modal function of the input signal x(t).
The parameter ai( fi , t) integrates the amplitude ai(t) and the
instantaneous frequency fi (t).

After the identification of the frequency bands, it is possible
to pick an IMF based on the different frequencies of various
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faults. These frequencies can be extracted according to differ-
ent types of sensory data (e.g., vibration, acoustic, voltage, and
current signal) measured in practical manufacturing systems.
For instance, the IMF is based on the maximum value of the
inner race frequency fir , the outer race frequency for, and the
ball frequency fb for the bearing systems

ci (t) → max
1≤i≤n

[hi ( for , fir , fb)]. (7)

These frequencies depend on the different physical properties
of the machine/component.

Totally, the three indicators are extracted with the fil-
tered IMFs: hi ( for ), hi ( fir ), and hi ( fb). These indicators
are involved in the diagnosis of health degradation. The
identification of system degradation can be understood as
status classification problem. The objective is to obtain a status
expressed with symbol x = [h j( for )h j ( fir )h j ( fb)] for time
step t in one of the classes that represent the degradation stages
(�1,�2, . . . , �M ).

The M-classes regroup historical observations collected
from components/machines with the same features and the
same operational environments of the testing samples. These
stages are identified with the SVM technique, which leverages
the historical sensory data as training samples to develop
a classifier f (x). Suppose that there is a training data set
(xi ,�i)i∈ 1,2,...l, xi ∈ R

3,�i ∈ {−1,+1}. −1 and 1 represent
the healthy and degradation stages, respectively. The SVM
classifier f (x) is defined as follows:

f (x) = sign



l�

i=1

αi�i K (xi , x) + b

�
(8)

in which �i is selected in one of two values: 1 or −1. b is
a real constant, l represents the number of elements in the
training samples, αi denotes the Lagrange multipliers, and
K (·, ·) stands for the kernel function.

As a nonlinear hyperplane, the SVM classifier f (x) for
healthy stage classification is expressed as

wT · �(x) + b ≥ 1

wT · �(x) + b ≤ 11
(9)

which can also be stated as follows:

�i [wT · �(x) + b] ≥ 1, �i ∈ {−1,+1}, i ∈ {1, 2, . . . , l}.
(10)

In the above equation, w represents the hyperplane margin.
� : x → �(x) represents a nonlinear function which maps
the time-series value x into a higher dimensional space. Dot
products with w for classification can be operated with the
following kernel method:

wT · �(x) =
l�

i=1

αi�i�(xi ) · �(x). (11)

The relationship between the kernel and the transform �(xi)
is expressed as

K (xi , x) = �(xi) · �(x) (12)

Fig. 2. LSTM encoder–decoder structure.

in which K (xi, x) denotes the form, K (xi , x) =
exp{−��x − xi

��2
/σ 2} radial basis function (RBF), degree

polynomial d : K (xi, x) = (x T
i · x + 1)d , and hyperbolic

tangent K (xi , x) = tanh (βxi .x + c).

B. Degradation Factor Estimation With LSTM Autoencoder

The main motivation for us to introduce the degradation
factor estimation stems from the different degradation trends.
Depending on various factors, the bearing degradation may
be different for distinct bearings. Assuming that no other
information is available about the other components than the
rotating system and that load and speed are constant, one has to
use only the data collected via the sensors located around the
bearings. Moreover, nothing is known about the nature and the
origin of the degradation (balls, inner or outer races, cage, and
so on); therefore, data-driven techniques have to be applied.
According to the bearing and to the way the degradation
evolves, the fault modes can be slightly different for distinct
bearings. In the gradual degradation cases, the degradation
factor gradually increases until the end of the useful lifetime.
For other sudden degradation cases, the degradation factor
sharply decreases.

The LSTM encoder–decoder structure is presented in Fig. 2.
To adopt LSTM AE for the RUL prediction, the sensory data
for the lifetime of multiple instances are available for training
purposes. An LSTM unit is a recurrent module that leverages
the memory cell activation ct−1, input data zt , and the hidden
state activation to calculate the hidden state activation at a
time t . This LSTM basic unit combines the memory cell c and
three types of gates, i.e., forget gate f , input gate i , output
gate o, to determine the necessity of remembering the input.

Let the notation Tn1,n2 denote an affine transform of the
form z → Wz + b for vector b and matrix W . Based on the
current input zt , the values for input gate i , output gate o,
forget gate f , hidden state a, and cell activation c at time t
can be calculated. The memory cell value ct−1 and previous
hidden state at−1 are calculated with the following formula:⎡

⎢⎢⎣
it

ft

ot

gt

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

σ
σ
σ

tan h

⎤
⎥⎥⎦Tm+n,4n

�
zt

at−1

�
.

In the above equation, σ(z) = (1/(1 + e−z)), and tan h(z) =
2σ(2z)−1. The operations σ and tan h are applied elementwise

ct = ft · ct−1 + it · gt .
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We consider the sliding windows to construct (L − l + 1)
subsequences for an L-cycle training sample. The LSTM AE
is trained to reconstruct the l-length subsequences extracted
from all the collected samples. From the input time-series data,
the LSTM encoder learns a fixed-length vector format. The
LSTM decoder adopts this representation to rebuild the time
series using the previously predicted value and the current hid-
den state. c denotes the number of LSTM units in the hidden
layer of the encoder. For the time series Z = [z1, z2, . . . , zl ]
data, at denotes the encoder hidden state at time t .

The value xt and the hidden state a(E)
t−1 of the encoder at

time t − 1 are employed to predict the encoder hidden state
a(E)

t at time t . If a(D)
l = a(E)

l , the encoder hidden state a(E)
l

at the end of the input sequence is adopted as the decoder
initial state a(D)

l . A linear layer with bias vector b ∈ Rm and
weight matrix w ∈ Rc∗m above the decoder is used to calculate
the value of z�

t = wT a(D)
t + b. In the training process, zt is

the input to estimate the state a(D)
t−1 and z�

t−1 mapped to the
parameter zt−1. The predicted value z�

t is input to the decoder
to estimate z�

t−1 and a(D)
t−1 for the inference. For any data point

z(u)
t in sample u, the reconstruction error e(u)

t is estimated with
the following formula:

e(u)
t = ��z(u)

t − z�(u)
t

��. (13)

The model is trained to minimize the objective value E =�
u∈U

�l
t=1(e

(u)
t )2, in which U denotes the data sample set.

A point zt in a time-series Z is estimated with multiple
subsequences Z( j, l) in which j = t − l + 1, t − l + 2, . . . , t .
Therefore, zt is a part of multiple overlapping subsequences.
Consequently, each point in the original time series involved
in the train instance is predicted as the number of belonged
subsequences. A mean value for all the estimations at a time
step is recorded as the final predicted value. The difference
in actual and predicted values for a point is used as a
nonnormalized health degradation factor on that time step.

The estimation error e(u)
t is normalized to obtain the target

health degradation factor h(u)
t as

h(u)
t = e(u)

M − e(u)
t

e(u)
M − e(u)

m

(14)

in which e(u)
m and e(u)

M represent the minimum and maximum
reconstruction errors of u within duration t = 1, 2, . . . , L(u),
respectively. The target health degradation factors trained from
all the available samples are adopted to predict the values θ̂
and θ̂0.

C. RUL Estimation With Degradation Factor

Let the notation H denote the health degradation value/plot.
The health degradation factor for a single time step u∗ is
compared to all values throughout the lifetime u ∈ U . The
prediction and training samples may be collected from differ-
ent number of cycles to generate the same degradation factor.
At any time step, the number of remaining cycles from the
training samples after the last cycle of the prediction provides
the RUL estimate for the test instance. Let u∗ be a test instance
and u a train instance. Specifically, we consider the following
cases for degradation matching-based RUL estimation.

1) Multiple Health Degradation Trends With High Similar-
ity: The health degradation plot H (u∗) may have high similarity
with H (u)(t, L(u∗)) for multiple values of time-lag t . It is
partially to only consider the RUL estimations for the time
step t with a minimum Euclidean distance between the healthy
degradations H (u∗) and H (u)(t, L(u∗)). Therefore, we conduct
multiple RUL predictions for u∗ based on the whole lifetime
u. The multiple predicted RUL values for each time step are
assigned with weight values proportional to the degradation
similarity to achieve the final estimated value.

2) Different Initial Health Status: The initial healthy sta-
tus of machines/components varies significantly because of
various factors in the manufacturing process. The healthy
similarity for a machine lifetime is divided by the mean value
of the first-part health degradation values (e.g., the first quartile
of total cycles). Furthermore, a time-lag t is tolerable so that
the health degradation values of u∗ may be close to the healthy
degradation factor of H (u)(t, L(u∗)) at time t .

3) Nonmonotonic Health Degradation Trend: Health degra-
dation plots sketched with linear regression are nonmonotonic
because of the noisy sensory readings. The weighted moving
average smoothing is used to minimize the estimation error in
the health degradation factors.

4) Maximum RUL Estimation Value: It is challenging to
estimate RUL if a machine is in good health status or at the
beginning of the life cycle. Therefore, the maximum RUL
value for each training sample is limited to Rmax. The maxi-
mum RUL value for the sample u∗-based similarity matching
with sample u is limited by L(u)−L(u∗). This indicates that the
maximum RUL value for any training sample u is limited at
the total length R̂(u∗) + L(u∗) ≤ Lmax, in which Lmax represents
the maximum length of the training sample.

We define similarity health degradation trends u∗ and train-
ing sample u at time step t as

s(u∗, u, t) = exp

�−d2(u∗, u, t)

γ

�

in which −d2(u∗, u, t) is calculated as follows:

d2(u∗, u, t) = 1

L(u∗)

L (u∗)�
i=1

�
h(u∗)

i − h(u)
i+t

�2
.

d2(u∗, u, t) represents the squared Euclidean distance between
H (u∗)(1, L(u∗) and H (u)(t, L(u∗)) subject to γ > 0, t ∈
{1, 2, . . . , τ }, and t + L(u∗) ≤ L(u). In this formula, γ indicates
the similarity level. A small value of γ means large difference
in s. The predicted RUL value for u∗ based on the healthy
degradation for u and for time step t is calculated with
R̂(u∗)(u, t) = L(u) − L(u∗) − t .

The predicted value R̂(u∗)(u, t) is allocated with a weight of
s(u∗, u, t) in order to obtain weighted average estimate R̂(u∗)

R̂(u∗) =
�

s(u∗, u, t) · R̂(u∗)(u, t)�
s(u∗, u, t)

(15)

in which the sum is for the combinations of u and t that
satisfy the conditions of s(u∗, u, t) ≥ α · smax and smax =
maxu∈U,t∈{1...τ }{s(u∗, u, t)}, 0 ≤ α ≤ 1.
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IV. PERFORMANCE EVALUATION

This section presents the performance evaluation of the
DELTA framework with the open-source FEMTO [14] data
set. To validate the efficacy of the proposed solution, we also
compare with the results of the mainstream RUL prediction
algorithms, e.g., MLP, XGBoost, RFR, SVR, LSTM, and
CNN. We have also included the performance comparison with
RUL prediction algorithms especially developed for FEMTO
bearing data set, e.g., the RNN [34], two-stage [36], and
collaborative prediction [35]. Specifically, the implementations
of CNN, LSTM, SVR, RNN [34], and two-stage [36] are
explained as follows.

1) SVR [4]: The SVR uses the same RBF kernel as the
SVM, with the objective to find the objective RUL as
a continuous value (instead of a discrete value as the
status classification). Note that this SVR algorithm also
represents the solution without using multiple stages.

2) CNN [5]: The CNN is firstly adopted for the RUL
prediction. This network architecture is composed of
multivariate time-series input, two convolutional filter-
ing layers, two polling filtering layers, and one fully
connected layer.

3) LSTM [31]: The LSTM predicts RUL values based
on the previous estimations. Therefore, the first several
predicted values are configured as max RUL values.
Furthermore, we set the sliding window size as 50.

4) RNN [34]: In the RNN approach [34], six similarity-
relevant features combined with eight classical time–
frequency features in order to form an original feature
set. Then, the most sensitive features are selected from
the original feature set with monotonicity and correlation
metrics. These selected features are fed into an RNN to
construct the health indicator.

5) Two-Stage [36]: The two-stage data-driven
approach [36] first calculates the deviation of multiple
statistics of vibration signals of a bearing from a known
healthy state. Then, a prediction stage based on an
expectation-maximization algorithm and an enhanced
Kalman filter are used to estimate the bearing RUL.

A. Evaluation Metrics and Experimental Data

We adopt two most widely used metrics for the performance
evaluation in RUL prediction, i.e., score [30] and RMSE.

Score: This evaluation metric is defined by the authors of
the C-MAPSS data set [30] and is widely used in existing
studies [4], [5] for performance comparison. The mathematical
expression is given as follows:

Score =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

n�
i=1

exp

�
− d

a1

�
− 1, if d < 0

n�
i=1

exp

�
− d

a2

�
− 1, if d ≥ 0

(16)

where n is the total number of units under test, d =
Estimated RUL − True RUL, a1 = 10, and a2 = 13.

Root Mean Square Error (RMSE): RMSE is also a com-
monly used metric to compare the accuracy of competing

TABLE I

TRAINING AND TESTING DATA SETS OF FEMTO

Fig. 3. Overview of the PRONOSTIA testbed.

algorithms. In particular, the mathematical expression of
RMSE is given as follows:

RMSE =
��n

i=1(Estimated RUL − True RUL)2

n
.

Table I lists the training and testing data sets of FEMTO.
These data sets used in the bearing degradation experiments
are collected in different operating conditions in terms of
load and rotation speed. Specifically, the FEMTO data sets
1 − 1–1 − 7 are collected in the load of 4000 N and the
rotation speed of 1800. The FEMTO data sets 2 − 1–2 − 7
are collected in the load of 4200 N and the rotation speed of
1650. As explained in Table I, the bearings 1−1 and 1−2 are
adopted as the training/learning data sets. The five data sets
from bearings 1 − 3–1 − 7 are used for testing/evaluation.

The algorithm performance comparison is conducted on
an accelerated aging platform named PRONOSTIA, as pre-
sented in Fig. 3. This platform is specially developed for
the simulation of the ball-bearings degradation process. The
rotating part includes the asynchronous motor with a gearbox
and its two shafts. The first shaft is near the motor, and
the second shaft is placed at the ride side of the incremental
encoder. The Bearing’s operation conditions are determined
by instantaneous measures of the radial force applied on the
bearing, the rotation speed of the shaft handling the bearing
and of the torque inflicted on the bearing. Each of these
three analog measures is acquired at a frequency equal to
100 Hz. The characterization of the bearing’s degradation is
based on two data types of sensors: vibration and temperature.
In the existing literature, there are different simulation methods
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Fig. 4. Vibration signals for 0.5 s of the bearing 1 − 2.

TABLE II

COMPARISON OF RMSE ON FEMTO 1− DATA SETS

for the degradation process of ball bearings. This machine
degradation can be simulated by introducing impurities into
the lubricant or scratching the bearing surface.

Seventeen bearings are tested under three different opera-
tion conditions, in which two bearings under each operation
condition are used for training, and the others are used for
testing. The operation conditions in terms of load and speed
are shown in Table I. The accelerometers are fixed on the
outer race of the bearings, and vibration signals are captured.
The sampling frequency is 25.6 kHz. Each sample includes
2560 points (i.e., 0.1 s), and sampling is repeated every 10 s.
Depending on the uncertainty of the degradation processes
and the diversity of the different bearings, the faulty patterns
of each bearing are different from each other. In order to avoid
the propagation of damages to the whole experimental system,
tests are stopped when the amplitude of the vibration signal
exceeds 20 g. Correspondingly, the time when the amplitude
of the vibration signal exceeds 20 g is determined as the end-
of-life. Fig. 4 shows the vibration signals of bearing 1 − 5
in [0, 0.5] s. It is obvious that the vibration signals include
two distinctly different stages, i.e., the normal operation stage
and the degradation stage. The vibration signals keep stable
during the normal operation stage and increase rapidly during
the degradation stage. Taking Bearing 1 for example, two
segments of signals in different stages are amplified to present
more detailed information. It is observed that there exist
periodic impact components in the degradation stage.

B. Evaluation Results

We use the piecewise linear (PWL) RUL [5], [33] instead
of actual RUL in the training and prediction processes. PWL
RUL means the actual RUL will be set to the max RUL if it
is larger than this max value. The max RUL is configured as
16 000 in all the experiments.

The RMSE and score values of all the evaluated algorithms
for data sets 1 − 3–1 − 7 are presented in Tables II and III.
As the complexity and amount of the sensory data increase,

TABLE III

COMPARISON OF SCORE ON FEMTO 1− DATA SETS

TABLE IV

COMPARISON OF RMSE ON FEMTO 2− DATA SETS

TABLE V

COMPARISON OF SCORE ON FEMTO 2− DATA SETS

the scores of all the evaluated algorithms become higher
(i.e., the overall accuracy decreases). For the data set 1 − 4,
XGBoost achieves approximately the same accuracy level as
the proposed DELTA, but the performance gaps become larger
on the other three data sets.

Tables IV and V present the RMSE and score values
obtained on the data sets 2 − 3–2 − 7. Different from the
results in the above FEMTO 1 data sets, the accuracy of
SVR is generally lower than the other competing algorithms.
Overall, our proposed DELTA performs better than all the
other competing schemes in the evaluated data sets. XGBoost
and LSTM achieve higher accuracy than the remaining three
models of CNN, SVR, and LR.

The microscopic RUL prediction for two data sets 1 − 3
and 1 − 5 is demonstrated in Fig. 5. The objective is to
compare the differences in the instantaneous RUL values with
two typical reference models of XGBoost and LSTM. As the
results indicate, the proposed DELTA predicts RUL values
that are close to the ground-truth plot with lower variations
than the competing algorithms. The mean and smoothed
values of the RUL prediction values are also presented in
Fig. 5(a)–(c) and (e)–(g) for comparison. Fig. 5(d) and (h)
shows the composite plots of smoothed values from the three
approaches.
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Fig. 5. Microscopic RUL prediction results of the FEMTO data set.

TABLE VI

SCORE AND RMSE OF THE EVALUATED ALGORITHMS

C. Model Ablation Study

In this section, we evaluate the performance contributions of
the healthy stage classification and AE components to DELTA.
These two modules are the two most important components
in our proposed DELTA. Specifically, we first disable the
stage classification component and compare the accuracy
with the baseline DELTA using the FEMTO data set. The
evaluation result is presented in Table VI. The baseline DELTA
algorithm with all the components is expressed as DELTA,
while the scheme without the stage classification component
is denoted with DELTA (w/o classification). The difference
in the results indicates the importance of the healthy stage
classification.

As explained previously, we adopt the AE for the health
degradation factor calculation. This is because AE exploits
the latent representations/variables in the available sensory
data to predict the degradation. The method of DELTA w/o
AE means using only the LSTM (replacing the LSTM AE)
for the health degradation factor calculation. As the results
indicate, it is important to adopt AE in our proposed DELTA
framework since there is the substantial difference if excluding
this component.

The results in Table VI indicate that the classification
module provides more performance contributions than the

AE in our proposed DELTA. This is because the DELTA
(w/o classification) achieves the lowest accuracy in the three
models.

V. CONCLUSION AND DISCUSSION

With the technological advancements in industrial IoT, RUL
prediction plays a pivotal role in predictive system mainte-
nance. This article develops a joint classification-regression
method dubbed DELTA to adaptively predict RUL in multiple
stages. The objective is to accurately diagnose the faults
and reduce the cost of predictive maintenance. This article
proposes a DELTA scheme that predicts RUL in multiple
states to improve the estimation accuracy. The approach was
evaluated using turbofan engines and shaft production system
data. Results demonstrate appreciable performance improve-
ments over the competing algorithms. Furthermore, DELTA is
a flexible framework with substitutable components in the key
modules of healthy stage identification and degradation factor
estimation.

As future work, we will consider adopting the federated
learning framework for distributed RUL prediction to address
the data privacy and transmission issues.
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