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Abstract. Machine Learning (ML) algorithms have opened up new pos-
sibilities for the acquisition and processing of documents in Information
Retrieval (IR) systems. Indeed, it is now possible to automate several
labor-intensive tasks related to documents such as categorization and
entity extraction. Consequently, the application of machine learning tech-
niques for various large-scale IR tasks has gathered significant research
interest in both the ML and IR communities. This tutorial provides a
reference summary of our research in applying machine learning tech-
niques to diverse tasks in Digital Libraries (DL). Digital library portals
are specialized IR systems that work on collections of documents related
to particular domains. We focus on open-access, scientific digital libraries
such as CiteSeerx, which involve several crawling, ranking, content anal-
ysis, and metadata extraction tasks. We elaborate on the challenges in-
volved in these tasks and highlight how machine learning methods can
successfully address these challenges.

Keywords: classification, focused crawling, PageRank, citations, topic
modeling, information extraction

1 Introduction

Digital libraries are IR systems that work on collections of documents related
to specific domains and involve several information retrieval, information ex-
traction (IE) and graph analysis tasks. While the IR tasks in digital libraries
pertain to identifying relevant documents to be indexed and facilitating search
functionalities, the IE tasks address the extraction of structured data and en-
tities from unstructured documents. The extracted entities are further used for
diverse data mining applications such as link analysis, community detection, and
author profiling.
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Scientific digital library portals such as CiteSeerx [39] and ArnetMiner [55]
are large-scale IR systems that work on collections of research literature related
to specific disciplines. These systems are non-commercial, open-access systems
that employ automated techniques to identify and index freely-available Web
documents related to scientific research and researchers. The metadata extracted
from these document collections is used to construct author-document, citation
and co-authorship graphs that facilitate different search applications. Moreover,
scientometric and bibliometric measures are estimated based on these extracted
networks [1]. Needless to say, the satisfaction of users of such DLs and the ac-
curacy of the extracted networks and computed measures depend crucially on
acquisition and error-free “parsing” of the relevant documents and webpages.

– What URLs need to be examined on the Web to obtain the research-related
content for indexing?

– Given a webpage containing links to research-related and other content, how
can we filter out the “noise”?

– Given a crawled document, can we accurately determine if it is a research
article and, if so, automatically extract the titles, authors, and its keywords?

– Can we generate author profiles based on the documents associated with a
researcher?

– How can we disambiguate researchers having the same name while building
citation and co-authorship networks?

– What kind of communities, temporal and topical trends do document and
co-authorship networks exhibit?

In this tutorial, we draw on our research related to various modules in
CiteSeerx1 and show that ML techniques can be employed to answer several
of the above questions with reasonable accuracy. CiteSeerx is an open-source
digital library portal for scientific and academic papers for Computer Science
and related areas. CiteSeerx is widely considered the first search engine for aca-
demic paper search and a predecessor to Google Scholar2 and Microsoft Aca-
demic Search3. With the objective of rapid dissemination of scientific scholarly
knowledge, CiteSeerx currently indexes over a million scholarly documents and
provides various functionalities such as automatic citation indexing, author dis-
ambiguation, reference linking, and metadata extraction over these documents.

We consider the tasks - classification, metadata extraction, and content

analysis in this tutorial. Over the last two decades, these topics have received
considerable interest in the ML community due to their applicability in diverse
domains including the Web, Biology, Politics, and Law [41, 40, 31, 13]. Conse-
quently, efficient, state-of-the-art ML algorithms are now available for solving
these tasks. Applying ML algorithms within scientific digital libraries pose sig-
nificant challenges. Several issues pertaining to scalability, feature design, noise

1 http://citeseerx.ist.psu.edu/
2 http://scholar.google.com/
3 http://academic.research.microsoft.com/
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and multiple modalities in the input data need to be dealt with for applying ML
algorithms for digital library tasks.

Organization: In each section of this tutorial, we present an overview and
challenges related to one of the tasks–classification, metadata extraction, and
content analysis in the context of digital libraries. We describe the commonly-
used ML techniques for these tasks in CiteSeerx and other comparable systems.
This tutorial provides a reference summary of the material presented at the 8th
Russian Summer School in Information Retrieval (RuSSIR 2014)4.

Section 2 describes classification models for identifying researcher home-
pages and scientific documents in Computer Science. In Section 3, we describe
the extraction of researcher information from homepages and the extraction of
keyphrases from research papers. Finally, in Section 4, we present a summary
on the usage of topic modeling tools for content analysis and ranking tasks in
digital libraries. We focus on discussing semi-supervised and unsupervised ML
techniques with the objective of reducing requirements for human-labeled data
for learning accurate models.

2 Identifying Research Documents

Classification modules comprise core components in digital libraries. Given that
digital library portals provide domain-specific search functionalities on special-
ized document collections, how can we ensure that only relevant documents

are indexed in the digital libary collection? Publishers such as ACM DL5 and
PubMed6, depend on manually-provided information and “trusted” sources to
obtain and maintain documents relevant to their respective domains. In contrast,
Web crawlers are employed for obtaining publicly-available documents from the
Web that are relevant to the domain in open-access systems such as CiteSeerx.

A Web crawler is a special software that systematically pulls content from the
World Wide Web for the purpose of indexing it locally [6]. Given the infeasibility
of examining the entire content on the ever-changing Web, how do open-access

IR systems ensure that their indexed collections are relevant and up-to-date?

Periodic and focused crawling of websites where relevant documents are likely
to be found is employed for this purpose. A focused crawler aims at minimizing
the use of network bandwidth and hardware by selectively crawling only pages
relevant to a (specified) set of topics. A key component in such a crawler is a
classification module that identifies whether a webpage being accessed during
the crawl process is potentially useful to the collection [7].

For a digital library portal such as CiteSeerx, the size and quality of the
indexed collection depends on the accurate identification of various research-

related documents during periodic crawls of “whitelist academic URLs” [39,
56, 58]. The relevant documents for CiteSeerx include scientific publications and
researcher-related webpages such as professional homepages. Given the URL

4 http://romip.ru/russir2014/
5 http://dl.acm.org/
6 http://www.ncbi.nlm.nih.gov/pubmed
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of a website where such documents are typically hosted, how can we automati-

cally identify researcher homepages from “irrelevant” pages such as course pages,

seminar postings, and other academic webpages. Similarly, given a crawled doc-

ument, can we automatically identify whether it is a research article or non-

research article? We present some studies on CiteSeerx that address these ques-
tions using novel, problem-specific features.

The identification of researcher homepages in the context of the ever-changing
Web was addressed in [17]. In this work, the authors raised the concern of train-
ing classifiers when labeled datasets do not provide sufficient coverage of “nega-
tive” or “irrelevant” documents. For example, although WebKB7 is a well-known
labeled dataset used for training researcher homepage classifiers, due to its out-
dated nature8, content-based classifiers trained onWebKB were found to be inac-
curate for classifying content on the current-day websites. This low-performance
was attributed to the presence of new types of webpages corresponding to jobs,
code, seminars, calendars, and lecture material available on current-day academic
websites [49]. The newer types of webpages are different from the types covered
in the WebKB labeled dataset, which contains faculty and student homepages,
course, staff, and project pages [17].

Various features based on surface-patterns and term presence in the Word-
Net9 dictionaries were designed from the URL strings and shown to be more
consistent across datasets for discriminating non-homepages [17]. This aspect
is illustrated in Table 1 from [17]. The table highlights the overlap in the top
URL and content features based on Information Gain between the training and
crawled datasets. The low overlap in content features in the two columns illus-
trates why these features are not discriminative in identifying researcher home-
pages in the newer crawls when a classifier trained on WebKB is used.

Table 1. Overlap in the top URL and content features based on Information Gain
between training and crawl datasets

URL Content
training crawl training crawl
TILDENODICT ALPHANUMBER gmt university

TILDENODICT SEQEND TILDENODICT server computer
ALPHANUMBER ALPHANUMBER ALPHANUMBER type science
NONDICTWORD HYPHENATEDWORD html department
courses ALPHANUMBER SEQEND content numImages
ALPHANUMBER SEQEND TILDENODICT SEQEND text numLinks
users NONDICTWORD QMARK date cs
users NUMBER professor box
NONDICTWORD SEQEND courses university ri
homes NUMBER SEQEND research providence

In [17], techniques for improving content-based classification of researcher
homepages by bootstrapping with URL features are discussed. Multiview learn-

7 http://www.cs.cmu.edu/afs/cs/project/theo20/www/data/
8 The WebKB dataset was created in 1997.
9 http://wordnet.princeton.edu/
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ing and particularly co-training that works with independent views of the learn-
ing instances is used for researcher homepage classification by treating URL and
content-based features as independent views of the data. The algorithm is shown
via a schematic diagram in Figure 1. The co-training procedure starts by train-

Fig. 1. Illustration of co-training. Credit: http://web.cs.gc.cuny.edu/∼zhengchen/papers/naacl09-
bootstrap-slides.ppt

ing two classifiers on independent feature views of a small number of labeled
classification instances. In every subsequent iteration, predictions made on un-
labeled instances by the two classifiers are used to expand the training dataset
for the next round of training. Co-training was shown to significantly improve
content-based researcher homepage classification when compared to other semi-
supervised algorithms that use a single view of webpages (URL+content features
together) (see [17] for more details).

Although text and bag-of-words (BoW) representations are common in text
classification problems [46, 25], as illustrated in the researcher homepage identi-
fication problem in CiteSeerx, it is often beneficial in digital libraries to design
features based on the particular problem and domain rather than an “off-the-
shelf” application of existing techniques. We describe another classification task
in CiteSeerx where improvements beyond BoW are obtained using simple struc-
tural features specific to research documents.

In CiteSeerx, it is desirable to accurately identify research articles from a
set of crawled documents and index these articles in the library for fast search
and retrieval of information. A rule-based system that classifies documents as
research articles if they contain any of the words references or bibliography
will mistakenly classify documents such as curriculum vita or slides as research
articles whenever they contain the word references in them, and will fail to
identify research articles that do not contain any of the two words. On the
other hand, the commonly used “bag of words” representation for document
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Fig. 2. The growth in the number of crawled documents as well as in the number of
research papers indexed by CiteSeerx between 2008 and 2012.

classification can result in prohibitively high-dimensional input spaces. Machine
learning algorithms applied to these input spaces may be intractable due to the
large number of dimensions. In addition, the “bag of words” may not capture
the specifics of research articles, e.g., due to the diversity of the topics covered
in CiteSeerx. As an example, an article in Human Computer Interaction may
have a different vocabulary space compared to a paper in Information Retrieval,
but some essential terms may persist across the papers, e.g., “references” or
“abstract”. The number of tokens in a document could be also very informative,
i.e., the number of tokens in a research article is generally much higher than in
a set of slides, but much smaller than in a PhD thesis. However, these aspects
are not captured by the “bag of words” representation.

The number of crawled documents in CiteSeerx are in the order of millions.
Figure 2 shows the increase in both the number of crawled documents as well
as the number of research articles indexed by CiteSeerx between 2008 and 2012.
As can be seen from the figure, the number of crawled documents has increased
from less than two million to almost eight million, whereas the number of indexed
documents has increased from less than one million to more than two million.
Due to this scale and the problems described in the previous paragraph, “bag of
words” approaches may not be efficient for run-time handling of research arti-
cle identification in CiteSeerx. To handle these challenges, novel features, called
structural features, extracted from the content and the structure of crawled doc-
uments were proposed in [5]. Some of these features include keywords such as
“abstract”, “references”, “bibliography”, “introduction”, n−gram features such
as “this paper”, “this report”, “this manual”, and other features such as “num-
ber of pages”, “number of words in the document”, “percentage of space” and
“number of lines per page”.
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3 Metadata Extraction

Digital libraries often work with multiple types of documents. For instance, in
CiteSeerx, both research publications and technical reports (usually in PDF
format) are crawled along with researcher homepages (HTML). Once again, in
contrast with systems such as ACM DL and PubMed that work on human-
provided clean metadata, various supervised, semi-supervised and unsupervised
techniques are employed in automated systems to extract metadata and other
information from pdfs and webpages. For example, classification models trained
using Support Vector Machines [4] are used to extract the title and author infor-
mation from the header of a research publication [24]. Similarly, sequential mod-
eling is employed using Conditional Random Fields (CRFs) [38] in the ParsCit
tool for extracting citations and the structure from a scientific document [9].
CRFs are also employed to extract researcher metadata such as email, univer-
sity affiliations, and job positions from their homepages in ArnetMiner [55].

Although supervised learning models that are trained on human-annotated
data are popular for learning metadata parsers, sometimes, simple rules and
heuristics can be employed for the same. For instance, based on the heuristic
that the first ‘person’ name in a researcher homepage corresponds to the re-
searcher, the Named Entity Recognition tool from Stanford10 was used directly
to extract researcher names from homepages [18]. Similarly, regex patterns are
effective for extracting phone and fax numbers from webpages [53, 55]. In gen-
eral, accurate rules are desirable in digital libraries since supervised learning
techniques require large amounts of labeled training data that are tedious to
annotate for information/metadata extraction tasks [53]. In this section, we de-
scribe some weakly-supervised and unsupervised techniques that can be used to
extract certain types of information from scientific documents.

Consider the task of extracting metadata fields: employment position, univer-
sity, department affiliations and contact information such as email, phone and
fax from a researcher homepage. The corresponding sequence labeling problem
(also known as tagging problem or annotation problem) involves predicting for
each token from the content of a homepage, a tag/label from the set: {AFFL,
EMAIL, FAX, PHN, POS, UNIV, O} where these labels correspond to “af-
filiation”, “email id”, “fax number”, “phone number”, “employment position”,
“university” and “other” fields, respectively. An example is illustrated in Table 2.

Previous research on this task showed that tagging or sequence labeling ap-
proaches out-perform classification approaches due to dependencies among the
tags [55, 60]. For instance, it is common to find employment position information
followed by the affiliation information on a homepage (e.g., “professor” in the
“Computer Science department” at “Stanford”). Such dependencies are captured
via sequential models rather than classification techniques that make predictions
for a given token position independent of the predictions for neighboring tokens.

Consider sample cue words show in Table 3 that typically surround researcher
metadata on their homepages. Can these cue words provide “weak supervision”

10 http://nlp.stanford.edu/ner/index.shtml
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Table 2. Example illustrating homepage tagging.

I am a student at Penn State and work

O O O POS O UNIV UNIV O O
with Professor Xxxxx Yyyyy on finite state automata . . .

O O O O O O O O . . .

while learning annotation models without having to train on fully-annotated ex-

amples? Mann, Druck and McCallum [12] proposed feature labeling to an-
swer this question. Rather than fully-annotated instances, “weak supervision”
provided via (feature, label) affinities were employed by them to train discrimi-
native classification and tagging models [44, 12].

Consider the example in Table 2. Even without annotating the entire snippet,
from domain knowledge, one can expect the correct label for the token “student”
to be “POS”, “most” of the time. This hint can be imposed as a soft preference
or a constraint by specifying the (feature, label) distribution. For example, the
labeled feature “student POS:0.8, O:0.2”, indicates a preference for marking the
token “student” with the label “POS” 80% of the time. The probability for the
“O” tag is to capture scenarios when the token does not indicate a position
on the webpage. For example, the homepage could belong to a researcher who
mentions a list of his current “students” as opposed to a student’s homepage
where the position information is indicated as “graduate student”.

Table 3. Sample cue words for different metadata fields.

AFFL: center, centre, college, department, dept, dipartimento, laboratory
UNIV: universiteit, universitat, university, univ
PHN: cell, ext, extn, homephone, mobile, numbers, ph, phonefax, phone
FAX: ext, extn, facsimile, fax, faxno, faxnumber, telefax, tel/fax
EMAIL: contact, email, firstname, lastname, gmail, mail, mailbox, mailto
POS: president, prof, professor, gradstudent, researcher, scholar, scientist,

Generalized Expectation (GE) and Posterior Regularization (PR) are two
frameworks studied previously for imposing preferences expressed as labeled fea-
tures while learning discriminative models [45, 15]. Using the same amount of
labeled data, researcher metadata extraction accuracy was improved by 2− 8%
by adding weak supervision via various term and layout-specific labeled fea-
tures in [21]. Labeled features effectively reduce training data requirements while
learning researcher metadata extraction from their homepages.

In addition to the extraction of structured metadata such as researcher in-
formation, other types of information is desirable from research papers in digital
libraries. For example, the “concepts” in such papers are not always provided
directly with these papers. However, accurate extraction of such concepts (or
keyphrases) from research papers can allow for efficient processing of more infor-
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mation in less time for top-level data mining applications on research document
collections such as topic tracking, information filtering, and search.

Keyphrase extraction is defined as the problem of automatically extracting
descriptive phrases or concepts from a document. Keyphrases act as a concise
summary of a document and have been successfully used in several data mining,
machine learning and information retrieval applications such as query formula-
tion, document clustering, recommendation, and summarization [32, 59, 23, 51].

Keyphrase extraction was previously studied using both supervised and un-
supervised techniques for different types of documents including scientific ab-
stracts, newswire documents, meeting transcripts, and webpages [14, 30, 48, 42,
47]. Based on recent experiments in [37, 36, 3], the PageRank family of methods
and tf-idf based scoring can be considered the state-of-the-art for unsupervised
keyphrase extraction. We describe CiteTextRank, a fully unsupervised graph-
based algorithm that incorporates evidence from multiple sources (citation con-
texts as well as document content) in a flexible manner to score keywords for
keyphrase extraction in CiteSeerx [16].

Let T represent the types of available contexts for a document, d. These types
include the global context of d, Nd

Ctd, the set of cited contexts for d, and Nd
Ctg,

the set of citing contexts for d. The global context of d refers to the document’s
content whereas cited and citing contexts refer to the short text segments around
citations to the document d and made by d in the overall document network.
An undirected graph, G = (V,E) for d is constructed as follows:

1. For each unique candidate word extracted from all available contexts of d,
add a vertex in G.

2. Add an undirected edge between two vertices vi and vj if the words corre-
sponding to these vertices occur within a window of w contiguous tokens in
any of the contexts.

3. The weight wij of an edge (vi, vj) ∈ E is given as

wij = wji =
∑

t∈T

∑

c∈Ct

λt · cossim(c, d) ·#c(vi, vj) (1)

where cossim(c, d) is the cosine similarity between the tf-idf vectors of any
context c of d and d [46]; #c(vi, vj) is the co-occurrence frequency of words
corresponding to vi and vj in context c; Ct is the set of contexts of type
t ∈ T ; and λt is the weight for contexts of type t.

The vertices in G (and the corresponding candidate words) are scored using
the PageRank algorithm [50]. That is, the score s for vertex vi is obtained by
recursively computing the equation:

s(vi) = (1− α) + α
∑

vj∈Adj(vi)

wji∑
vk∈Adj(vj)

wjk

s(vj) (2)

where α is the damping factor typically set to 0.85 [26].
Unlike simple graph edges with fixed weights, notice that the above equa-

tions correspond to parameterized edge weights. The notion of “importance” of
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contexts of a certain type is incorporated using the λt parameters. For instance,
one might assign higher importance to citation contexts over global contexts,
or cited over citing contexts. One way to visualize the edges is to imagine the
two vertices in the underlying graph to be connected using multiple edges of
different types. For example, in Figure 3, the two edges between “logic” and
“programming” could correspond to cited and global contexts respectively.

Fig. 3. A small word graph shown in [16]. The edges added due to different context
types are shown using different colors/line-styles

We refer the reader to [16] for more details. It was shown in this work
that including information from the interlinked document network available in
CiteSeerx provides statistically significant improvements over the existing state-
of-the-art models for keyphrase extraction [16].

4 Content Analysis using Topic Models

So far, we discussed “document-level” identification and extraction tasks in dig-
ital libraries. How can we obtain a “macro view” of a given document collection

without analyzing each document? Clustering along with visualization and on-
tology extraction techniques are often employed in IR systems for obtaining
aggregate views of the underlying document collections [46]. Most clustering
techniques represent documents using bag-of-words techniques. For example,
vector-space models use vectors in high-dimensional term spaces to represent
documents [52].

In contrast to the vector view, probabilistic modeling expresses each docu-
ment using multinomial distributions on terms where each document is assumed
to belong to one of the latent topics in the collection [43, 6]. More recently, how-
ever, documents are being modeled as “topical mixtures” where a document can
potentially cover multiple topics. Given a document collection, the latent con-
cepts or “topics” can be extracted by applying techniques from Linear Algebra
on the underlying term-document matrices [10, 46].
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Unsupervised models such as Latent Semantic Indexing (LSI) and their prob-
abilistic counterparts such as Latent Dirichlet Allocation (LDA) and probabilis-
tic Latent Semantic Indexing (pLSI) extract latent topics or concepts in a docu-
ment collection and estimate probability distributions on terms in the vocabulary
for each topic [29, 2]. In these models, each document can be associated with a
vector in a low-dimension space corresponding to the topics in the collection.
Previous studies show the effectiveness of LDA and LSI models in analyzing
text corpora in terms of its topics for a multitude of applications (for exam-
ple, [8, 35, 33, 57]). We discuss the application of topic modeling including LDA
and its extensions in a few tasks related to digital libraries.

We refer the reader to [2, 22, 28] for details on the document generation pro-
cess and parameter estimation in LDA. Here, we describe the output from an
LDA run for gaining the intuition behind topic models. Given a collection of
documents and the number of topics, as part of parameter estimation, LDA
outputs a topic-term association matrix, φ, of size K ×V , where K is the num-
ber of topics and V , the size of the vocabulary. The entries of φ correspond to
predictive distributions of words/terms given topics. That is, φw,i is the proba-
bility of a word w given the topic i. These probabilities can be used to express
a document, d as a mixture of topics, θd. This K-component vector captures
the proportion of each topic in the given document. The terms with high prob-
abilities for a given topic in φ, upon manual examination, often indicate the
underlying concept captured by a topic in the given corpus.

LDA was used to understand the content of an average Computer Science
researcher homepage in CiteSeerx. Table 4 shows the top words of topics in-
dicative of homepages obtained with LDA on a dataset of researcher homepages
obtained from DBLP [18]. Notice that the terms in these topics capture infor-
mation related to contact information, teaching and professional activities of a
researcher. In addition, as illustrated in the topics shown in Table 5 obtained
in the same run of LDA, it seems typical for Computer Science researchers to
mention information related to their research projects and publications on their
homepages.

Table 4. Top words of topics related to homepages

talk page students member
slides home graduate program
invited publications faculty committee
part links research chair
talks contact cse teaching

tutorial personal student board
seminar list undergraduate editor
summer updated college courses
book fax current state

introduction email ph activities
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The topic-term probabilities estimated using LDA were used to identify re-
searcher homepages among other types of webpages [18]. In addition, the topics
corresponding to subject areas (Figure 5) were used to rank fixed-length text
segments in a homepage to extract text segments corresponding to research de-
scriptions. Let t be a topic related to a subject area and w, a word inside a text
segment, s. The score for s with respect to a topic t is given by

score(s, t) =
∑

w∈s

φw,t

The research description segment is extracted using

p = argmax
t∈ST,s∈S

score(s, t)

where S is all possible segments in the homepage with a given size sz and ST

is the set of all topics indicating subject areas. Anecdotal examples of research
descriptions extracted using this method from [18] are shown in Figure 4.

4.1 Improving ranking tasks using topic models

The insights from the topics extracted by LDA models can be used to improve
diverse ranking and recommendation tasks in digital libraries. For example, the
terms identified for homepage topics were combined effectively with other fea-
tures based on URLs and HTML structure to train a ranking function for rank-
ing homepages in response to researcher name queries [19]. Citation links were
incorporated into extended LDA models for identifying author interests and in-
fluence [35], citation recommendation [34] and for identifying topical trends over
time [27].

More commonly, authors in digital libraries can be represented in terms of
their term distributions or topical profiles obtained with LDA [22, 54, 11]. We
describe a graph-based model for scoring authors for expert ranking and similar
expert search using the output from LDA [20]. Let T be the set of all topics for
a given collection of documents. Intuitively, an expert on a topic, t ∈ T would

Table 5. Top words from topics related to subject areas

data multimedia systems design
database content distributed circuits
databases presentation computing systems
information document peer digital
management media operating signal

query data grid vlsi
systems documents storage ieee
xml based middleware hardware
acm hypermedia system fpga
vldb video scale implementation
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Fig. 4. Sample research description segments extracted from homepages

have authored documents related to t and other closely-related topics. Similarly,
if an author, a has expertise on a topic t ∈ T , authors similar to a could be
expected to write about t and topics related to t.

Fig. 5. An example Author-Document-Topic (ADT) graph

The associations between documents and their authors and documents and
their topics can be represented by a weighted tri-partite graph as follows: Let
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G = (V,E) represent such a graph where the vertex set, V = A ∪D ∪ T is the
union of author, A, document, D and topic nodes, T . Edges between A and D

reflect the authorship relation between documents and authors whereas edges
between D and T reflect the topical association of documents. Weights assigned
to the edges in ADT capture the association strength between two nodes. For
instance, the edges between document and topic nodes can be assigned weights
using the proportion of that topic in the document.

Table 6. Top expert recommendations using ADT models in CiteSeerx.

Natural Language Processing Machine Learning Information Retrieval Semantic Web

Hermann Ney Raymond J. Mooney W. Bruce Croft Ian Horrocks
Aravind K. Joshi Vasant Honavar Douglas W. Oard Dieter Fensel

Raymond J. Mooney Manuela Veloso Hermann Ney Enrico Motta
Bonnie J. Dorr Jude Shavlik Jamie Callan Amit Sheth
Alex Waibel David B. Leake Hector Garcia-molina Steffen Staab

Table 7. Top “similar expert” recommendations using ADT models in CiteSeerx

Christopher D. Manning Tom M. Mitchell W. Bruce Croft James Hendler

Aravind K. Joshi Raymond J. Mooney Douglas W. Oard Ian Horrocks
Martha Palmer Sebastian Thrun Jamie Callan Dieter Fensel

Raymond J. Mooney Peter Stone Justin Zobel Amit Sheth
Timothy Baldwin Jude Shavlik Norbert Fuhr Frank Van Harmelen
Bonnie J. Dorr Vasant Honavar Maarten De Rijke Wolfgang Nejdl

An example ADT graph is shown in Figure 5. We refer the reader to [20] for
details regarding scoring author nodes using this graph and show for illustration
some of the anecdotal examples included in this paper. The top-5 author rec-
ommendations obtained for sample topic and name queries in Computer Science
using the ADT graph generated from the CiteSeerx collection provided in [20]
are shown in Tables 6 and 7. As the presented examples illustrate, topic models
provide insights into the document collections that be incorporated for learning
specific extraction and ranking tasks in digital libraries.

5 Summary and Conclusions

In this tutorial, we summarized some common tasks in digital libraries and pre-
sented automated techniques based on our own research experiences in CiteSeerx,
an open-access, digital library portal. In particular, we described a few unsuper-
vised, weakly-supervised, and semi-supervised techniques for performing meta-
data extraction and classification tasks related to research documents in Com-
puter Science and related areas. Based on the experimental results provided in
the referenced papers, we conclude that techniques combining machine learning
algorithms and domain-specific insights yield models that perform competitively
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on several tasks which once involved intense human labor. We hope the presented
techniques provide an overview of the challenges for applying machine learning
research to specific retrieval and extraction tasks in a large, practical system and
possible solutions for addressing the same.
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