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Abstract—Smart grid, regarded as the next generation of power
grid, uses two-way flows of electricity and information to create
a widely distributed automated energy delivery network. One
distinguishing aspect of smart grid communication networks is
the large-scale deployment of smart meters and sensors. Thus,
a large amount of data and information will be generated from
metering, sensing, monitoring, etc. Data aggregation (integration
or fusion) aims at the merging of data from disparate sources
with differing conceptual, contextual, and typographical represen-
tations. In order to satisfy the requirement of different information
services, the placement of data aggregation services in smart grid
communication networks is a critical design issue. In this paper,
we propose a minimum-cost-forwarding-based asynchronous dis-
tributed algorithm to find the optimal placement for the data
aggregation service tree with optimal cost of in-network process-
ing. It is shown that minimum-cost forwarding can dramatically
reduce message overheads of the asynchronous algorithm. It is
also shown that our algorithm has less message overheads than
the synchronous algorithm (Sync) by both mathematical analysis
and simulation-based evaluation. For a regular grid network and
a complete binary service tree, the messages sent at each node are
O(

√
NM) for our proposed algorithm and O(

√
NM log2 M)

for the Sync, where N is the number of network nodes andM is
the number of data objects in the service tree.

Index Terms—Distributed algorithm, minimum-cost
forwarding, service tree placement, smart grid.

I. INTRODUCTION

SMART GRID, considered as the next generation of power
grid, uses two-way flows of electricity and information to

create a widely distributed automated energy delivery network.
In this network, the amount of electricity generated can be
adjusted according to the real-time demand of consumers. This
not only ensures that consumer demands are satisfied but also
avoids excess electricity generation. The latter can help increase
the profit of the power operators and protect the environment.
An intense research and design effort is under way to define this
future energy grid [1]–[3].

Smart grid can deliver power in more efficient ways and
respond to wide-ranging conditions and events. It is designed
to handle any event that occurs anywhere in the grid, such as
power generation, transmission, distribution, and consumption.
More specifically, smart grid can be regarded as an elec-
tric system that uses information in two-way, [4] and cyber-
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secure communication technologies [5], and computational in-
telligence in an integrated fashion across electricity genera-
tion, transmission, substations, distribution, and consumption
to achieve a system that is clean, safe, secure, reliable, resilient,
efficient, and sustainable.

The evolution of smart grid relies on not only the advance-
ment of power equipment technology but also the improvement
of sophisticated computer monitoring, information aggregation,
information analysis, optimization, and control from exclu-
sively central utility locations to the distribution and transmis-
sion grids. In addition, wireless communication is utilized to
support this two-way information flow between the various en-
tities in smart grid. Moreover, smart grid must support advanced
information management including data modeling, information
aggregation, information analysis, etc. [1].

In smart grid, one distinguishing aspect of smart grid com-
munication networks is the large-scale deployment of sensors
and smart meters [6]. Thus, a large amount of data and infor-
mation will be generated from metering, sensing, monitoring,
etc. Information aggregation (integration or fusion) aims at the
merging of data from disparate sources with differing concep-
tual, contextual, and typographical representations [1], [7]. As a
large amount of data is generated in smart grid communication
networks, data aggregation must take place in the designated
place to satisfy the different requirements of information flow,
for example, information from meters should be real-time de-
livered and processed for power demanding management and
pricing, and the quality of service and energy optimization
should be provided for monitoring using sensor networks.
Thus, the placement of data aggregation services in smart grid
communication networks is a critical design problem.

These data aggregation services in smart grid can be struc-
tured as a tree, for example, first, the metering information in
one district should be aggregated at the district aggregation
center, as shown in Fig. 1, then the information of different
aggregation centers should be fused in city aggregation centers,
and so on. Therefore, these aggregations can be structured
hierarchically as tree services.

In this paper, we propose a distributed algorithm to find
the placement of data aggregation trees in smart grid com-
munication networks. We choose the nodes with the lowest
costs for performing tree-structured services as data aggrega-
tion placements. Since our algorithm is designed for a general
model, the metric can be various and can depend on different
requirements of services, for instance, energy cost and la-
tency. Our research work explores a minimum-cost-forwarding-
based asynchronous distributed solution for finding the optimal
placement for a service tree. Our approach achieves two goals:
1) finding the optimal placement of the service tree with the

1932-8184/$31.00 © 2013 IEEE

mailto: luzo0002@ntu.edu.sg
mailto: ygwen@ntu.edu.sg
mailto: ygwen@ntu.edu.sg


This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

2 IEEE SYSTEMS JOURNAL

Fig. 1. Information aggregation in smart grid communication network.

optimized cost of in-network processing by doing so in an
asynchronous mode; and 2) reducing the message overheads of
the searching process of optimal placement.

The contributions of this work are summarized as follows:
1) an asynchronous distributed solution that can achieve

optimal placement of the aggregation service tree by
exchanging information among network nodes;

2) a minimum-cost-forwarding-based asynchronous algo-
rithm (MCFA) that reduces the message overheads of
searching the optimal placement;

3) mathematical analysis and simulation-based evaluation
which show that MCFA achieves a significant reduction
in the message overheads of searching the optimal place-
ment compared with the synchronous algorithm (Sync).

The rest of this paper is structured as follows. Section II
summarizes related work. Section III formulates the optimiza-
tion problem for data aggregation service tree placement with
optimal cost of in-network processing. Section IV describes
the straightforward asynchronous algorithm (Async). Then,
the design details and the analysis of MCFA are shown in
Section V. Section VI presents the simulation-based evaluation
of our proposed algorithms. At last, we conclude the work in
Section VII.

II. RELATED WORK

Existing algorithms on data aggregation (fusion or service)
placement or mapping in a network can be classified into
two categories: centralized algorithm and distributed algorithm.
In centralized algorithms, each node is required to have the
complete topology information of the entire network, limiting
its scalability in large networks. Those in [8]–[11] are in
this category. Distributed algorithms can relax this constraint;
however, they either cannot find the optimal placement, result
in huge message overheads, or have another requirement from
the network. Those in [12]–[17] are distributed algorithms.

Bonfils and Bonnet [12] proposed a decentralized algo-
rithm for aggregator placement, which progressively refines
the placements of aggregators by neighbor exploration and
placement adaptation. The approach that an aggregator is grad-
ually moved toward optimal placement is called in-network
relaxation or aggregator migration. References [13] and [14]

are other works in the same category.As in these algorithms the
aggregator migration is only based on local information (infor-
mation from neighbors), they suffer from oscillating change,
which might force the placement of an aggregator to a different
direction before reaching the optimal placement. They are also
prone to local minima, and they cannot guarantee the optimality
of aggregator placement based on local information only.

In [15], a one-median point is considered as the optimal
placement in the network, and a distributed search algorithm
is proposed to find the optimal aggregator placement. Surpris-
ingly, this algorithm is designed to handle only one aggregator
placement.

Abrams and Liu [17] proposed a greedy algorithm, which
places each aggregator on the node with minimized input data
cost. Obviously, the greedy placement is not the optimal place-
ment, and it can be much worse when the greedy placement
is backward to the sink. Furthermore, the distributed imple-
mentation of the greedy algorithm is only about placement
adaptation, and the authors do not elaborate how to find the
initial placement for each aggregator in a distributed manner.

In [16], a distributed algorithm is proposed to achieve the
optimal placement for a tree-structured query graph with min-
imized total cost of storage, computation, and data transmis-
sion, by exchanging information for hosting query aggregators
among network nodes. However, the proposed algorithm re-
quires that the network should have full time synchronization,
and all the nodes should know when other nodes finish infor-
mation updating and finish broadcasting updated information.
Such Syncs are difficult and costly to be implemented into
large-scale networks like smart grid. Furthermore, it has large
message overheads for searching the optimal tree placement
O(

√
NM log2 M), where N is the number of network nodes

and M is the number of data objects in the service tree.

III. PROBLEM FORMULATION

This work aims to find the optimal placement for a service
tree in a smart grid communication network with the optimal
cost of in-network processing. We consider the network of
information flow in smart grid as a undirected graph, where
vertices represent network nodes and edges represent commu-
nication links, and services as a tree consisting of services
and data objects. In this paper, we use aggregator or service
alternatively to denote data aggregation service. We define the
following.

1) Given a network as a graph GN = (ζ, π), ζ denotes the
set of vertices representing network nodes. π denotes the
set of communication links between nodes. For each node
p, q ∈ ζ in the communication radius, we denote the edge
as (p, q) ∈ π.

2) Given a service tree GT = (η, γ, δ), η denotes the set
of services. γ denotes the set of communication depen-
dences connecting the services. δ denotes the set of data
objects. For k ∈ δ, we denote dk as the size of data
object k. As the service tree is oriented, each service
has one or more children and, at most, one parent. Data
objects can be divided into three categories: source data
object (for example, generated by smart meters or sen-
sors; data objects 1, 2, 3, and 4), immediate data object
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Fig. 2. Service tree.

(generated by service and transmitted to the next service;
data objects 5 and 6), and final data object (generated by
the aggregator and transmitted to the information center;
data object 7), as shown in Fig. 2. HT is the depth of the
service tree, which is defined as the maximum number
of operations needed for the source data to become the
final data, for example, HT = 2 in Fig. 2. We denote the
set of data objects used to generate data object k by Δk

(Δ5 = {1, 2} in Fig. 2); Δk represents the children of k.
3) P denotes the service placement, such as P (k, p) = 1 if

data object k is generated at node p (the service generat-
ing k is placed on node p) and P (k, p) = 0 if otherwise.

4) R denotes how to route the data from the nodes generat-
ing the data to the node requiring the data, for example, all
the data of Δk need to transmit to the node that generates
data object k.

Data Transmission Cost fT (P,R,GN , GT )—Unit Data
Transmission Cost Under R: We denote CT (p, q) as a chosen
cost metric between nodes p and q. As discussed previously,
since we aim to provide a distributed solution for a general
model, we do not specify the cost metric. Examples of the
cost metric include delay, transmission energy, hop counts, and
euclidean distance between two nodes.

Computation Cost fc(P,R;GN , GT )—Unit Data Computa-
tion Cost Under P : We denote Cc(k, p) as the computation
cost for generating unit data k at node p. For source data k,
Cc(k, p) = 0 if p is the source node generating k; otherwise,
Cc(k, p) = ∞. The cost metric can also be various like data
transmission cost.

Hence, the total cost of in-network processing is

fcost(P,R;N,T ) = (fT + fc)(P,R;GN , GT ). (1)

The problem, minimizing the cost of performing service tree
in-network processing, is to determine the process scheme
(P ∗, R∗) that solves (2) for a given network and service tree.
It is a joint problem of routing and placement

(P ∗, R∗) = arg min
(P,R)

fcost(P,R;GN , GT ). (2)

IV. STRAIGHTFORWARD ASYNCHRONOUS

DISTRIBUTED ALGORITHM

In this section, we give the straightforward asynchronous
distributed algorithm to solve the optimization problem (2)
inspired by Ying et al. [16].

Our proposed algorithm requires every network node to
maintain the following information for each data object of the
service tree:

1) C(k, p): the current lowest cost of acquiring data object
k at node p;

2) P (k, p): the indication of whether data object k is gen-
erated at node p, i.e., P (k, p) = 1 if so or P (k, p) = 0,
otherwise;

3) O(k, p): the indication of whether data object k is ac-
quirable at node p, i.e., O(k, p) = 1 if so or O(k, p) = 0
if otherwise (if C(k, p) is ∞, O(k, p) = 0);

4) R(k, p): the indication of from which node does node p
acquired data object k with the current lowest cost and
whether k is generated by p.

There are two approaches for computing the acquiring cost
at network node. If data object k is transmitted from neighbor q

C(k, p) = C(k, q) + dkCT (p, q). (3)

1If data object k is generated by p

C(k, p) =
∑

m∈Δk

C(m, p) + Cc(k, p). (4)

By exchanging the cost for acquiring each data object of the
service tree among network nodes, updating the cost using
(3) and (4) if it can be improved, and broadcasting updated
information to its neighbors, every network node will get the
least cost for acquiring each data object of the service tree,
eventually.

Algorithm 1: Straightforward Algorithm

Event: Node p receives ADV from node q for data object k
1 begin
2 C ′(k, p) = C(k, q) + dkCT (p, q)
3 if C ′(k, p) < C(k, p) then
4 replace C(k, p) with C ′(k, p)
5 O(k, p) = 1
6 R(k, p) = q
7 broadcast ADV containing C(k, p) for k
8 for each ancestor k′ of k; // from bottom up
9 do
10 if Δk′ are acquirable then
11 C ′(k′, p)=

∑
m∈Δk′ C(m, p)+Cc(k

′, p)

12 if C ′(k′, p) < C ′(k′, p) then
13 replace C(k′, p) with C ′(k′, p)
14 O(k′, p) = 1
15 P (k′, p) = 1
16 broadcast ADV containing C(k′, p)

for k′

17 end
18 else
19 return
20 end
21 end
22 end
23 end

1Equations (3) and (4) are highly customizable according to different cost
metrics and service requirements. In this paper, we use these two popular terms
as an example to illustrate the cost computations. Here, the transmission cost of
a data object is proportional to the size of the data object.
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After all network nodes initialize the cost for all the data
objects, each data source node initiates the searching process by
broadcasting an advertisement (ADV) message to its neighbors.
The ADV contains the following information:

〈 data_object, acquiring_cost 〉

where acquiring_cost is the cost of acquiring data_object at
the sender of ADV. ADV for data object k is firstly broadcast
by the source node generating k with an initial acquiring cost
of zero. Algorithm 1 shows the straightforward solution to
find the optimal placement of the service tree. When network
node p receives ADV from its neighbor q for data object k, it
first computes acquiring cost using (3), updates the acquiring
cost, and broadcasts ADV right after getting less acquiring
cost (steps 4–7) if computed cost is less than the recorded
one or discards the ADV, otherwise. Then, it updates acquiring
cost for the ancestors of k in a bottom-up manner using (4)
and broadcasts ADV if the acquiring cost has been changed
(steps 10–20).

Searching the optimal placement for the service tree termi-
nates when there is no information exchanged among network
nodes. Then, the network can execute a trace-back algorithm to
solve in-network processing with minimum cost using P (k, p)
and R(k, p) kept by nodes as follows.

1) The trace-back process is initialized at the sink node
(information center) by sending a trace message about
final data object k∗ to R(k∗, sink).

2) If node p receives a trace message about k from node q,
node p sends data object k to q when k is available. In
addition, if P (k, p) = 1, node p sends a trace message
about k′′ to R(k′′, p) for each k′′ ∈ Δk and generates k
when Δk is available; if P (k, p) = 0, node p sends a trace
message about k to R(k, p).

Unlike the Sync that requires all the nodes to be fully
synchronous, the asynchronous algorithm only requires nodes
to broadcast updated information right after they received a
lower acquiring cost. Hence, asynchronous mode may incur
more message overheads than the synchronous one. In the next
section, we will discuss how to reduce the message overhead of
the asynchronous algorithm.

V. MCFA

The reason that the asynchronous algorithm has more mes-
sage overhead is that the nodes broadcast immediately after
obtaining a lower acquiring cost, no matter whether the cost
is optimal or not. If we can delay the broadcast at the node
to the time after it has received ADV with the optimal cost,
the node may broadcast an ADV message only once, carrying
its optimal cost. Thus, how long the node defers its broadcast
becomes critical. Our minimum-cost forwarding algorithm sets
the total delay time to be proportional to the transmission cost
from the sender to the receiver

Tdelay = λCT (p, q). (5)

We first use Fig. 3 as an example to illustrate how the
minimum-cost forwarding algorithm does work to reduce the
ADV broadcast for the source data object.

1) At time t, node a broadcasts ADV that includes the
acquiring cost C(k, a) = Ca for data object k, and dk
is assumed as one for simplifying the calculation. After
nodes b, c, and d receive ADV from node a, they set
the acquiring cost for data object k to Ca + 4, Ca + 2,
and Ca + 5, respectively (assuming that the initial cost
of nodes b, c, and d is ∞). Then, each of them sets a
timer for rebroadcasting ADV. The expiration period is
proportional to the transmission cost between the sender
and receiver. For nodes b, c, and d, the expiration periods
are 4λ, 2λ, and 5λ, respectively. If the straightforward
algorithm was used, nodes b, c, and d would broadcast an
ADV message right after they received ADV from node a
since they got less acquiring cost than ∞ (as shown from
step 4 to 7 in Algorithm 1).

2) At time t+ 2λ, the timer of node c expires. Node c final-
izes the acquiring cost for data object k (C(k, c) = Ca +
2) and broadcasts an ADV message including C(k, c).
When node d receives this ADV, as Ca + 5 > C(k, c) +
2.5 = Ca + 4.5, node c updates the cost to Ca + 4.5 and
resets the timer to 2.5λ (note that the previous timer does
not expire by the time t+ 2λ and, if the straightforward
algorithm was implemented, node a would broadcast the
second ADV message at this time). For node a and b, as
Ca < Cc + 2 and Ca + 4 < C(k, c) + 3 = Ca + 5, they
simply discard this ADV message.

3) At time t+ 4λ, the timer of node b expires. Node b
finalizes C(k, b) = Ca + 4 and broadcasts an ADV mes-
sage containing C(k, b). All other nodes will discard this
ADV message because they have already received a lower
acquiring cost.

4) At time t+ 4.5λ, the timer of node d expires. Node
d finalizes C(k, d) = Ca + 4.5 and broadcasts an ADV
message with its minimum acquiring cost.

For the minimum-cost forwarding algorithm, we can observe
from Fig. 3 that each node only broadcasts the ADV message
for data object k once with the optimal cost and reduces
the nonoptimal ADV message broadcasts. However, for the
straightforward algorithm, the nodes will always advertise an
ADV message when it gets less acquiring cost, and it is totally
six in the scenario in Fig. 3 for the worst case.

The minimum-cost forwarding algorithm has the following
two properties for the source data object, as shown in [18].

1) Each node only broadcasts the optimal acquiring cost of
the data object to its neighbors and discards all redundant
or nonoptimal ADV messages.

2) Nodes can get the minimum acquiring cost of the data
object by only one ADV message broadcast at each node.

For data object k generated by the aggregator (immediate
data object and final data object), as the aggregator generating
k can be placed on any network node (k can be generated
at any node), the minimum acquiring cost of k at different
nodes might associate with different aggregator placements
(unlike the source data object that is only generated by a certain
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Fig. 3. Illustrative example of minimum-cost forwarding algorithm for source data object.

Fig. 4. Illustrative example for minimum-cost forwarding algorithm for data object generated by aggregator.

node). However, the minimum-cost forwarding algorithm still
can effectively reduce the number of ADV broadcasts.

As shown in Fig. 4, assuming that data object k1 is generated
by node a at time T1, data object k2 is generated by node c
at time T2, and Δ′

k = {k1, k2}. For convenient calculation, we
also assume that 2λ < T2 − T1 < 3λ and dk1

, dk2
, and dk′

are one.
1) Before T2, when k2 is generated, the cost for k1 and the

timer kept by the nodes are the same as in Fig. 3(a) and
(b). As shown in Fig. 4(c), as k1 is already available at
node c when k2 is generated at T2, node c finalizes the
costs for data object k2 and k′ and broadcasts ADV mes-
sages of C(k2, c) and C(k′, c)=C(k1, a)+C(k2, c)+2.
Other nodes update the cost for each data object and set
the ADV timer for each data object updated with less
cost after receiving an ADV message from node c (ϕ =
T2 − T1 − 2λ). The node also compares the acquiring
cost of data object k′ generated locally with the acquiring
cost of data object k′ transmitted from node c, as shown
from steps 10 to 20 in Algorithm 1. For nodes b and d, as

C(k1, a) + C(k2, c) + 9 > C(k′, c) + 5 and C(k1, a) +
C(k2, c) + 7 > C(k′, c) + 2.5, it is costlier to generate
k′ locally. However, for node a, it is less expensive to
generate k′ at node a, since C(k1, a) + C(k2, c) + 2 <
C(k′, c) + 2 (where C(k′, a) = C(k′, c)).

2) At time T2 + 2λ, node a finalizes the cost for k2 and k′

and broadcasts an ADV message. Node b updates the cost
for k′ to C(k′, a) + 4 and resets the timer for k′, as shown
in Fig. 4(d) (from T2 to T2 + 2λ, nodes b and d finalize
the cost for k1, respectively, and as they have no effect on
the cost kept by the nodes, they are omitted here).

3) At time T2 + 2.5λ, node d finalizes the cost for k2 and
k′ and broadcasts an ADV message. Node b updates the
cost for k2 to C(k2, c) + 4.5 and resets the timer for k2,
as shown in Fig. 4(e).

4) Finally, node b finalizes the costs for k2 and k′ at times
T2 + 4.5λ and T2 + 6λ.

From the aforementioned discussion and as shown in Fig. 4,
the nodes will get the minimum acquiring cost for each data
object by one ADV message broadcast at each node for each
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data object (totally 12 broadcasts for the example in Fig. 4).
For completeness, the pseudocode of MCFA is shown in
Algorithm 2.

However, the minimum-cost forwarding algorithm cannot
guarantee the two properties mentioned previously for a data
object generated by the aggregator. We use Fig. 5 as an illustra-
tion. Assume that the transmission, propagation, and processing
delays are negligible, the time period from the sending of ADV
at the sender to the sending of ADV at the receiver for the same
data object is proportional to the transmission cost between the
sender and receiver. As shown in Fig. 5(a), the transmission
costs are both 1050 from node a to c and from node b to c.
Assume that node a and b send out an ADV message for k1 and
k2 at time T ; then, node c will broadcast an ADV message with
C(k′, c) = 2100 for generating k′ by itself at time T + 1050λ.
However, there may be a lower cost way to obtain data object
k′ at node c, as shown in Fig. 5(b). In Fig. 5(b), the acquiring
cost for k′ at node c is C(k′, c) = 2080. However, node c
receives an ADV message with this cost at time T + 1070λ
that is later than T + 1050λ. When node c receives an ADV
message with the less cost C(k′, c) = 2080 at T + 1070λ, it
has already broadcast ADV with the cost C(k′, c) = 2100 at
T + 1050λ. Node c still needs to broadcast this ADV message
because it has less cost. Thus, one broadcast for one data
object cannot be guaranteed for a data object generated by the
aggregator.

Algorithm 2: MCFA

Event: Node p receives ADV from node q for data object k
1 begin
2 C ′(k, p) = C(k, q) + dkCT (p, q)
3 if C ′(k, p) < C(k, p) then
4 replace C(k, p) with C ′(k, p)
5 O(k, p) = 1
6 R(k, p) = q
7 reset timer of k to expire after λ · CT (p, q)
8 for each ancestor k′ of k; // bottom-up
9 do
10 if Δk′ are acquirable then
11 C ′(k′, p)=

∑
m∈Δk′ C(m, p)+Cc(k

′, p)

12 if C ′(k′, p) < C ′(k′, p) then
13 replace C(k′, p) with C ′(k′, p)
14 O(k′, p) = 1
15 P (k′, p) = 1
16 reset timer of k to expire after λ ·

CT (p, q)
17 end
18 else
19 return
20 end
21 end
22 end
23 end

Event: Node p’s timer for data object k expires
24 begin
25 broadcast ADV containing C(k, p)
26 end

Fig. 5. Illustration of minimum-cost forwarding algorithm which cannot guar-
antee to get minimum acquiring cost for data object generated by aggregator by
one broadcast.

It is easy to see that the nodes process messages one
by one; then, the asynchronous algorithm converges after a
finite number of message exchanges. Next, we will show
that Algorithm 2 solves the optimization problem within time
λCmax(HT + 2) and the number of messages sent per node
is MCmax/Carg, where M is the number of data objects of
the service tree, Cmax is the maximum transmission cost of the
minimum-cost path, and Carg is the average transmission cost
between the node and its immediate neighboring nodes. Spe-
cially, Cmax = maxpq Cpq , where Cpq denotes the transmission
cost of the minimum-cost path from node p to node q, and
Carg = argp C

neighbor
p , where Cneighbor

p denotes the minimum
transmission cost between node p and its neighboring nodes.

Theorem 1: Algorithm 2 converges to the optimal solution
within time λCmax(HT + 2) (if the process will be started
by flooding the service tree into the network by one node) or
λCmax(HT + 1) (if source nodes of the service tree broad-
cast ADV messages for the data object generated at the
same time) and with the number of messages sent per node
O(MCmax/Carg).

Proof: Although the transmission, propagation, and pro-
cessing delays are nonzero and these factors may alter ordered
broadcasting along the optimal path, if we set λ large enough,
the impact can be minimal. Thus, these delays are not consid-
ered here. Assuming that the sink node broadcasts the service
tree using minimum-cost forwarding at time T , all the source
nodes will broadcast an ADV message for each data object
generated within T + λCmax right after they receive the service
tree. Then, within T + 2λCmax, all the network node will get
the minimum acquiring costs for data objects generated by
source nodes. Iteratively, within T + 3λCmax, all the network
node will get the minimum acquiring costs for data objects gen-
erated by the next service level. Finally, all the network nodes
will get the minimum acquiring cost for the final data object
within T + λCmax(HT + 2). Thus, Algorithm 2 converges to
the optimal solution within time λCmax(HT + 2) from one
node broadcast service tree into the network. If source nodes
broadcast an ADV message for the data object generated at the
same time, Algorithm 2 converges within λCmax(HT + 1).

Assuming that source nodes broadcast an ADV message
for the data object generated at the same time, during the
first time slot of λCmax, the number of messages sent per
node is M1 (each node broadcasts an ADV message once
for each source data object), where M1 is the number of
source data objects. For the second time slot of λCmax, the
number of messages sent per node is M2Cmax/Carg. As λCmax
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is the time period, λCarg is the average time for the node
to broadcast one ADV message, and M2 is the number of
data objects generated by the next service level, we expect
the number of messages each node sent out during λCmax

to be O(M2Cmax/Carg). Similarly, for the third time slot
of λCmax, the number of messages sent per node is to be
O(M3Cmax/Carg). Thus, for the convergence of the optimal
solution, the total messages sent out per node are M1 + (M2 +
M3 + · · ·+MHT+1)Cmax/Carg. We expect it to be O((M1 +
M2 +M3 + · · ·+MHT

)Cmax/Carg) = O(MCmax/Carg). �
The Sync proposed in [16] converges to the optimal solution

with Lmax(HT + 1) iteration, and the number of messages sent
out per node is O(MLmaxHT ). Lmax is the number of hops of
the longest minimum-cost path, and Lmax = maxpq Lpq , where
Lpq denotes the number of hops of the minimum-cost path from
node p to node q.

If we use hop count as the cost metric, Cmax will be equal to
Lmax, and Carg will be equal to one. MCFA will converge to
the optimal solution within time λLmax(HT + 1) and with the
number of messages sent per node O(MLmax). Thus, MCFA
has less messages sent out per node O(MLmax) than the Sync
O(MLmaxHT ). If the service tree is a complete binary tree,
HT = log2(M + 1)− 1. Moreover, if the network is a regular
grid, then Lmax =

√
2N , where N is the number of nodes in

the network. We expect the number of messages sent out per
node to be O(

√
NM) for MCFA and O(

√
NM log2 M) for

the Sync.

VI. PERFORMANCE EVALUATION

The simulations were conducted by using QualNet. We used
a simulation setting with 2000 network nodes scattered ran-
domly in 1500× 1500 m2. For each node, the data rate at the
physical layer is 256 kb/s, the transmission range is 50 m, and
Carrier Sense Multiple Access (CSMA) is used as the Media
Access Control (MAC) layer protocol. We use the complete
binary tree as the service tree, and the sizes of the service tree
(the number of aggregators) are 1, 3, 7, and 15. In simulation,
we denote the transmission cost between nodes p and q as
dpq , where dpq is the distance between nodes p and q and
dpq ≤ 50 m.

In simulation, we first investigate how the λ value affects the
ADV message overhead. Then, we investigate the distribution
of redundant ADV messages. Finally, we compare the MCFA,
Sync [16], and Async in both ADV message overhead and setup
time for searching the optimal solution.

A. Impact of Timer Coefficient

If λ is not large enough, the accumulative processing, trans-
mission, and propagation delay factors along a path could alter
the ordered broadcasts of nodes. Then, a node may broadcast
an ADV message more than once for data objects generated
by the source node. Furthermore, as the size of the service tree
increases, it causes heavier traffic in the network and results
in an increase of transmission delay. We use the average ADV
message overhead for each source data object in the service tree
as metric to evaluate the timer coefficient.

Fig. 6. ADV message broadcast for each source data object in service place-
ment process according to timer coefficient λ. Service tree size is three.

Fig. 7. Setup time of service placement according to timer coefficient λ.
Service tree size is three.

In Fig. 6, λ varies from 10 to 160 μs with a step size
of 10 μs. It can be seen that, when λ is 10 μs, the number
of ADV broadcasts is more than 4500. This means that each
network node broadcasts an ADV message twice on average
for each source data object. As λ increases from 10 to 80 μs,
the number of ADV messages drops dramatically. Then, the
curve is relatively steady, and only a few nodes have more
than one ADV broadcast at 80 μs. Further increase of λ almost
eliminates multiple broadcasts for each source data object.

In Fig. 7, as λ increases from 10 to 30 μs, the setup time
is decreased. When λ is small, it incurs large ADV message
overhead for each data object of the service tree, as shown in
Fig. 6. The key observation from simulation is that heavy traffic
creates a network congestion (as the data rate of the physical
layer is only 256 kb/s), which leads to a longer setup time
period. The increase of λ results in less ADV overhead and
reduces the network traffic, and network congestion disappears
when λ is 30 μs. After that, the setup time is proportional to λ,
and a larger λ leads to a linear increasing setup time.
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Fig. 8. Distribution of redundant ADV message at each node according to
node location. The size of service tree is one. Two source nodes are respectively
located at top-left corner and bottom-right corner in (a) and top-right and
bottom-left corners in (b).

B. Distribution of ADV Redundant Messages

As discussed in Section V, MCFA cannot guarantee one
ADV message broadcast for the data object generated by ser-
vice. Now, we investigate the distribution of redundant ADV
broadcast. In this case study, we use the tree with one aggre-
gator. Thus, there are two source data objects and one final
data object in the service tree. At least three ADV broadcasts
are needed to get the optimal acquiring costs for all three
data objects at each node. In simulation, we choose two nodes
located at the diagonal corners of deployed field as source
nodes. The distribution of ADV messages at each node is shown
in Fig. 8. Most nodes have three ADV broadcasts for getting
three optimal acquiring costs of the data object. However, few
nodes have redundant broadcasts, i.e., seven ADV broadcasts
at most (note that redundant ADV messages are broadcast
for the final data object and all the nodes broadcast an ADV
message once for getting the optimal acquiring cost for the
senior data object), which are distributed near other two corners
of deployed field, as shown in Fig. 8. This conforms to our
analysis about ADV message redundancy for a data object
generated by the aggregator in Section V.

C. Comparison Among Sync, Async, and MCFA

Now, we investigate the comparison among MCFA, Sync,
and Async in ADV message overhead and setup time for the
service tree. In this case study, we use the least λ, which
can guarantee the optimality of service placement, and the
minimized ADV message overhead, for MCFA. We also use
the least time interval of ADV message transmission, which can
guarantee the optimality of service placement, for Sync.

In Fig. 9, the ADV message overhead of all these three
algorithms increases according to the increase of the size of the
service tree. Among them, MCFA has the least ADV message
overhead as we analyzed mathematically. As shown in Fig. 10,
the setup time of all these three algorithms also increases with
the increase of the service tree size. Async has the shortest setup
time, and MCFA has the same setup time with Sync roughly.
However, as discussed previously and observed in simulation,
due to the network congestion incurred by heavy traffic, Async
cannot guarantee the optimality of service tree placement,
even though Async can terminate faster than the other two
algorithms. Although Sync and MCFA have almost the same

Fig. 9. ADV message broadcast in service placement process for each
algorithm according to service tree size.

Fig. 10. Setup time of service placement for each algorithm according to
service tree size.

setup time, Sync requires the complete synchronization among
all the network nodes, and all the nodes should know when
other nodes finish information updating and when they finish
sending out updated information. Hence, Sync is difficult and
costly, due to time synchronization, to be implemented into real
applications.

VII. CONCLUSION

In smart grid communication networks, a large amount of
data and information will be generated from metering, sensing,
monitoring, etc. Data aggregation (integration or fusion) aims
at the merging of data from disparate sources with differing
conceptual, contextual, and typographical representations. In
order to satisfy the requirement of different information ser-
vices, the placement of data aggregation services in smart
grid communication networks is a critical design issue. In this
paper, we have considered the optimal placement of the service
tree with optimal cost in transmission and computation for a
general model. We have proposed Async first. However, it has a
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significant message overhead. Then, we have proposed
a minimum-cost-forwarding-based asynchronous distributed
algorithm. It is shown that minimum-cost forwarding can
dramatically reduce message overheads of the asynchronous
algorithm. We have shown that our algorithm has less mes-
sage overheads than Sync by both mathematical analysis and
simulation-based evaluation. For a regular grid network and a
complete binary service tree, the messages sent at each node are
O(

√
NM) for our proposed algorithm and O(

√
NM log2 M)

for Sync, where N is the number of network nodes and M
is the number of data objects in the service tree. We believe
that our algorithm can be easily implemented into smart grid
communication networks to satisfy the various requirements of
information flow and services.
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