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The deployment of 3-D image techniques is one of the most promising fields among the development of
new applications for natural image scenes. Driven by urgent demands from industry and users, 3-D image
technology has received significant research attention in recent years. 3D image streaming gives users an
extra dimension of visual sense that greatly improves the liveliness and joyfulness of user experience.
However, they also raise new challenges (e.g., bandwidth and energy efficiency) especially in achieving
satisfactory Quality of Experience (QoE) performances. QoE has become critical multimedia quality met-
rics determining whether a potential multimedia application or service is successful or not. In this paper,
we propose a QoE-driven wireless 3D image transmission scheme with depth-color source coding adap-
tations according to the wireless network conditions. Specifically, our contribution includes: (1) develop-
ing a patch-pixel based source coding scheme for 3D image transmission; (2) proposing a 3D image
quality model; (3) and developing a quality-driven 3D image transmission approach based on the quality
model. Experimental results demonstrate that the proposed techniques can significantly improve the QoE
of 3D image over wireless networks.

� 2012 Elsevier B.V. All rights reserved.
1. Introduction

With the rapid growth of the 3DTV and 3D mobile applications in
the world, the research on 3D images and video has been drawn
much attention from both industry and academia. As a new type
of media, multiview imaging (MVI) [1] has attracted increasing
attention, thanks to the rapidly dropping cost of digital cameras.
This opens a wide variety of interesting new research topics and
applications, such as virtual view synthesis, high performance
imaging, image/video segmentation, object tracking/recognition,
environmental surveillance, remote education, industrial inspec-
tion, 3DTV, and free viewpoint TV (FTV) [2]. While some of these
tasks can be handled with conventional single view images/video,
the availability of multiple views of the scene significantly broadens
the field of applications, enhancing the resulting performance and
user experience. 3DTV and FTV are some of the most important
applications of MVI and are new types of media that expand the user
experience beyond what is offered by traditional media. They have
been developed by the convergence of new technologies from com-
puter graphics, computer vision, multimedia, and related fields.
3DTV, also referred to as stereo TV, offers a three-dimensional
ll rights reserved.
(3D) depth impression of the observed scene, while FTV allows for
an interactive selection of viewpoint and direction within a certain
operating range. To enable the use of 3DTV and FTV in real-world
applications, the entire processing chain, including multiview im-
age capture [3], 3D scene representation [4], coding [5], transmis-
sion [6], rendering [7], and display [8], needs to be considered.
There are numerous challenges to implement such a processing
chain and further develop its mature systems for wide applications.
To overcome these challenges, a variety of research work has been
carried out on each component of the processing chain.

3D scene representation formats integrate various types of data,
such as multiview video, and geometry data in form of depth or 3D
meshes. In general, these result in a tremendous amount of data that
needs to be transmitted or stored. Therefore, efficient compression
is a key condition for the success of such applications. The compres-
sion of 3D data has recently received much attention in research and
development. Technology has reached a good level of maturation.
However, since the field is still very young compared for instance
to classical 2D video coding, there is still a lot of room for improve-
ment and optimization. 3D geometry can also be represented by
per-pixel depth data associated with the color image. Depth needs
to be clipped in between 2 extremes Znear and Zfar, and the range
in between is most often scaled nonlinearly. Investigations have
shown that such data can be encoded very efficiently, e.g. at
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5–10% of the bit rate that is needed to encode the associated color
image at a good quality. This means that the extension from 2D im-
age to 3D image comes at a little limited overhead. However, this is
only true for a limited navigation range.

Further, some handheld devices such as smartphones have been
started to be used to support 3D image streaming over cellular net-
works. As shown in Fig. 1, a typical 3D application is that users cap-
ture 3D scene by using a multi-camera based smartphone and
upload the 3D image to the base station over wireless networks
(i.e., cellular networks). In such networks, image applications do
not only require intensive bandwidth, but also demand high QoE.
The QoE has become a new measurement method to replace the
traditional Quality of Services (QoS) for multimedia communica-
tion applications. There have been significant research efforts in
improving QoE-driven systems. With the resolution of multimedia
picture reaching a high level that is so hardly to have some big
improvement, the expectation of greatly enhanced user experience
raises 3D image technology to be one of the hottest topics within
the area of image technology.

3D image presents a series of more lively images to users than
traditional two-dimension (2D) one, and will increase the level of
QoE. The QoE acts as the extension of QoS (Quality of Service) by
taking into account the subjective measurement of a customer’s
experience, which gives people a comfortable and flexible user-
environment. The challenge of this technique mainly lies on the
largeness of data in contrast with the limited bandwidth of wire-
less communications and the quality of contents, and these two
factors give a huge impact on the QoE of 3D image.

There are several stereo formats, coding schemes, and display
technologies coexisting nowadays. Among them, a new technique,
known as depth image-based rendering (DIBR) [9] is highly ex-
plored. It represents a 3D image based on a monoscopic image
and associated per-pixel depth information (simply called color
and depth maps). The color map refers to three components—Y,
U, and V in the image frames while the depth map uses only one
component to store the depth information of each pixel according
to the real position of cameras as well as objects being filmed. With
this technique, it can capture the stereoscopic sequences more eas-
ily compared to the traditional left and right view techniques, and
save bandwidth as well as storage requirement. However, the tech-
nique cannot handle occlusion. Some part of information is missing
due to the shift of objects horizontally when changing the view-
point from left to right or vice versa. This results in distortion
Fig. 1. A typical 3D application.
and may cause a big drop down of picture quality when objects
are within a low range of depth (very close to the viewpoint).

In summary, error-prone wireless channels, largeness of the
multimedia data, and limited bandwidth are three major chal-
lenges for 3D multimedia transmission, which significantly impact
the QoE of 3D image. In this paper, we deal with these challenges
and propose a QoE-driven coding and transmission scheme based
on the 2D-plus-depth technology for image applications over wire-
less networks [10]. The scheme includes space-domain coding,
patch map based error detection on depth map and image render-
ing, and transmission adaptation. This paper especially gives a rel-
atively detailed discussion on the patch map generation and patch
map based error detection on depth map, scalable patch transmis-
sion strategy. The experimental results shows the feasibility and
superior performance of the proposed approach.
2. Related works

A significant amount of works have been conducted in the areas
of QoS–QoE analysis, 3D image and wireless multimedia transmis-
sion. We outline some of these works in this section and emphasize
the innovation of our work for enabling QoE-driven 3D image
through wireless networks.

In recent years, many objective and subjective image quality
evaluation metrics are proposed and some of them can be found
in [17–19]. In [10], a QoE-driven adaption scheme for image appli-
cations is proposed and discussed. The major idea of this scheme is
to achieve bit rate adaptive control by image quality measure-
ments based on the (Mean of score) MOS values, which are ob-
tained by an objective and non-intrusive QoE prediction model
derived from those measurements. The 3D image differentiates
itself from regular image by including image from two or more
viewpoints that have certain correlations. The DIBR technique
takes advantage of high correspondence of the image pairs by
using depth map to improve the coding efficiency and reduce the
amount of data. Some of the related researches can be found in
[9,11–13] and [14–16,20,23–27]. Most of these research focuses
on depth map generation and distortion analysis, but few of them
raises the discussion about the occlusion problem and its effect on
the QoE of 3D image as well as the possibility of improving the
wireless transmission scheme using the two-way relationship be-
tween the depth map and the occlusion pixels (referred to as patch
pixels or patch map in the rest of the paper).

In [21], a image quality prediction model is proposed to predict
the quality of a set of image frames at the sender side given the
packet loss rate of the wireless channel. This prediction considers
the motion prediction in image coding and error concealment in
image decoding, and can predict the received image frames that
are coded in both inter-mode and intra-mode. The model proposed
in our paper is based on the intra-mode prediction in [21]. With
the combination of DIBR technology, we propose a QoE-driven
scheme for 3D image transmission over wireless channel which in-
cludes patch map generation, 3D-image quality prediction, and
patch map based depth map error detection. The study presented
in this paper is to improve QoE performance of wireless 3D image
transmission.
3. QoE-driven coding and transmission for 3D image

Fig. 2 shows a QoE-driven transmission design for 3D image. Its
major components include disparity calculator, pace domain enco-
der, and packetizer, image/image quality modeling, patch map
based depth map error detection, and retransmission and channel
coding. In this design, a disparity calculator is a generator that
generates depth map with a stereo image pair. Based on depth
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map, a space domain encoder calculates the specific ranges of pix-
els or information that appear in one of the image pair while get-
ting lost in the other due to the horizontal shift of object for the
change of viewpoint. At the transmitter side, color, patch and
depth are encoded for the transmission. The expected quality is
estimated by our proposed 3D image quality model. We compare
the predicted quality with the users’ QoE requirement to deter-
mine if the patch pixel should be transmitted. The encoder and
packetizer are used for sender to do the source coding and packet-
ization. At the receiver side, decoding and de-packetization are
performed for constructing 3D images. An image rendering module
uses the decoded information, basically, image with its depth map
and a patch map, to render the stereo image pair. The 3D image
quality prediction model is derived from the intra-frame image
quality estimation by taking into account error concealment tech-
niques at the receiver’s site. The model is used to predict image
quality from network QoS parameters such as packet error rate
or application QoS parameters such as source coding rate. These
predicted metrics give feedback information to the sender side.
In the paper, we measure the image quality in terms of PSNR (Peak
Signal to Noise Ratio) by comparing the reference image pairs with
the rendered ones.

In this paper, we mainly consider 3D image quality measured
by PSNR which closely related to QoE performance. However, the
QoE results need to take the end users’ perception into the consid-
eration. The end users’ perception of service quality is critical for
quality evaluation of multimedia applications. User’s perception
of quality is widely evaluated by the Mean Opinion Score (MOS).
As described in [22], a typical conversion between PSNR and
MOS is that the values of PNSR (dB) ‘‘>37, 31–36.9, 25–30.9, 20–
24.9, <19.9’’ corresponds to MOS values ‘‘5, 4, 3, 2, 1’’, respectively.
Therefore, we assume that the MOS values are obtained from PSNR
by the mapping conversion as described in [22]. The challenges of
QoE measurement still remain and further comprehensive studies
will be conducted int our future works. One major innovation in
the design is the development of a patch map based depth map er-
ror detection/correction scheme. In contrast to the common mech-
anism using channel code to protect data, our method achieves the
error detection and error correction capability by using patch map
which is part of the information data and only introduces a little
extra overheads (described in Section 5). While error on depth
map is detected, a retransmission request is being sent to the sen-
der side for the retransmission. In our proposed scheme, the patch
map generation, which distinguishes ours from other methods or
technologies, is critical for the rendered 3D image transmission.
In the following sections, we give our evaluation and experiment
results to demonstrate the proposed scheme.
4. Patch map generation

Stereoscopic impression is formed by views from two parallel
viewpoints. Since distance between two viewpoints is relatively
short, the modification between two views is not very significant,
especially when objects are much away from the viewpoints. Gen-
erally, when generating the right image based on the left image
and its depth map, we need to shift the pixels of the left image
at different extent according to the depth map. Here the depth
map shows luminance in proportion to the distance from the cam-
era. Nearer surfaces are darker; further surfaces are lighter. So the
pixels within a darker part will be moved a longer distance in com-
parison with those within a lighter area in order to construct the
right image. In this procedure, some part of the right image can
be constructed from the left image directly while some others can-
not. Some parts of viewed objects are blocked when seen from the
left but show up when seen from the right. So here comes a limi-
tation of signal channel depth map. We raise a method of selecting
some pixels directly from the right image which cannot be derived
from the left image. In the following we will discuss the algorithm
of selecting pixels as well as corresponding efficiency and effec-
tiveness issues.

Suppose the depth map has 8 bit depth, which means that it can
represent a range of up to 256 different distances—from 0 (all
white, furthest) to 255 (all black, nearest). The ‘0’ part does not
move while the ‘255’ part moves over the longest distance when
view moves from left to right. A simple scenario is that, according
to the depth distance and the distance between the two view-
points, we assign a degree of pixel shifting to each of the depth
level and use this to shifted pixels. In this process, the left image
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points at locations (xL,y) are transferred to new locations (xR,y) for
the right view. This process is defined with:

xR ¼ xL � ax � tc �
1
Z
� 1

Zc

� �
; ð1Þ

where ax is the focal length of the reference camera expressed in
multiples of the pixel width and tC is the distance between the left
and right cameras. ZC is the convergence distance located at the zero
parallax setting (ZPS) plane and Z denotes the depth value of each
pixel in the reference view. Note that the y component is constant
since the virtual cameras used to capture the virtual views (left–
right) are assumed to be located at the same horizontal plane.

Depth map sequences have characteristics that are quite differ-
ent from those of standard color image or image. Since depth map
rarely contains any texture and is predominantly flat with sharp
edges marking the boundary between objects at different depth,
compensation pixels are needed across these edges between differ-
ent levels of offset.

To explore the compensation pixels quantitatively, we assume
that at a specific range of edge between two depths (Za, Zb), the
length along axis Y is Yab. To notify that the offset of pixels only oc-
curs along axis X, so the quantities of compensation pixels are
determined by Yab, Za and Zb.

As defined above, the scenario is that given the left image and
its depth map, we need to synthesize the right image, so pixels
of objects at different depth should all together be shifted towards
left. When scanning the depth map from left to right, compensa-
tion pixels are needed when depth increases, which is DZðx; yÞ ¼
Zðxþ 1; yÞ � Zðx; yÞ > 0. As described in [5], under the assumption
of a parallel camera setting, the relationship between pixel posi-
tion offset DPðx; yÞ and the depth of pixel Zðx; yÞ can be written
as a horizontal translation:

DPðx; yÞ ¼ a� tc �
Zðx; yÞ

255
� 1

Znear
� 1

Zfar

� �
; ð2Þ

where a is the focal length of the camera in the horizontal direction
with the unit of pixels, tc is the distance between two cameras (hor-
izontal), and Znear and Zfar are the nearest and the farthest depth val-
ues, which correspond to the values of 255 and 0 in the depth map,
respectively. This reveals that there is a linear relationship between
the depth Zðx; yÞ and the pixel position offset,

DPðx; yÞ ¼ k1 � ZðxyÞ; ð3Þ

where k1 can be calculated as

k1 ¼ a� tc �
1

255
� 1

Znear
� 1

Zfar

� �
: ð4Þ
Table 1
The algorithm for the formation of patch pixel.

Input: left image (image to be transmitted), right image (image to be
synthesized

when rendering), depth map of left image k1;
Output: patch map P½�½�½�;
for each row i of the depth map matrix D
{

for each column j of the depth map matrix D
{
if D½i�½jþ 1� < D½i�½j�; ⁄⁄ it has depth information

Define variable edgeleft=j� D½i�½j� � k1;
Define variable edgeright=jþ 1� D½i�½jþ 1� � k1;
Fill three components (red, green and blue) from the right image matrix,
starting from R½i�½edgeleft�½1�,
R½i�½edgeleft�½2�, R½i�½edgeleft�½3� to R½i�½edgeright�½1�,
R½i�½edgeright�½2�, R½i�½edgeright�½3� into the patch map P½�½�½�;

}
}

Now, given the pixel position offset, we propose an algorithm de-
scribed in Table 1 to choose the pixels in the right image, and all
the images are stored in three-dimensional matrices ðn � n � 3Þ
and depth map is stored in two-dimensional matrix ðn � nÞ:

5. 3D image quality prediction model

As shown in Fig. 2, our scheme requires one color frame and its
corresponding depth map and patch pixel to be transmitted to-
gether. At the receiver side, another color frame is reconstructed
from these three components and a stereo frame pair is formed.
Notice that distortions are both on transmitted color frame and
depth map. So to predict the overall quality of the 3D image, we
need to evaluate the transmitted frame and the reconstructed
frame separately. We assume that the packet loss rate p is available
at the sender side. This can either be specified from the initial
negotiations, or calculated based on the transmission protocol.
The original image frame n is denoted by fn, and the corresponding
depth map is denoted by dn. The bits are packetized before trans-
mission. The packets are constructed such that the loss of one
packet does not affect the decoding of other received packets.

When a packet is lost, an error concealment technique is ap-
plied for estimating the missing segment. The reconstructed value
of frame n at decoder is denoted by Fn, while its depth map is Dn.
For pixel i in frame n, f i

n denotes its original value and Fi
n denotes

its reconstructed value at decoder. The original depth value and
the reconstructed depth value are denoted by di

n and Di
n respec-

tively. The overall expected distortion for this pixel in the color
frame is

Eðsi
nÞ ¼ Eðf i

n � Fi
nÞ

2 ð5Þ

We observe that both color frame and depth map experience packet
loss, so the distortion of a transmitted color frame is different from
that of a reconstructed color frame. We consider these two cases
separately.

5.1. Transmitted frame distortion estimation

First, we assume that the pixel i in the current frame is correctly
received, which means that Fi

n ¼ f i
n, and the probability of this

event is ð1� pÞ. If the packet that this pixel i belongs to is lost, then
the previous frame ðn� 1Þ is checked. If the previous GOB (refer to
[21]) is received, then the median motion vector is calculated and
associate pixel i with pixel k in the previous frame. Thus we can
have Fi

n ¼ f k
n�1, and the probability is pð1� pÞ. If the previous GOB

is lost, then the motion vector is set to be 0 and we have
Fi

n ¼ Fi
n�1 with the probability of p2. Combining the three cases dis-

cussed above, the first and second moments of Fi
n are calculated as

follows (also given in [21]):

E Fi
n

n o
¼ 1� pð Þ f i

n

� �
þ p 1� pð ÞE Fk

n�1

n o
þ p2E Fi

n�1

n o
ð6Þ

E ðFi
nÞ

2
n o

¼ 1� pð Þ f i
n

� �2 þ p 1� pð ÞE ðFk
n�1Þ

2
n o

þ p2E ðFi
n�1Þ

2
n o

ð7Þ
5.2. Reconstructed frame distortion estimation

The prediction of reconstructed frame includes the prediction of
both the transmitted color frame and depth map. We apply the
same estimation strategy to the depth map, thus the Di

n is given by

E Di
n

n o
¼ 1� pð Þ di

n

� �
þ p 1� pð ÞE Dk

n�1

n o
þ p2E Di

n�1

n o
ð8Þ

We define MijðÞ as a mapping from pixel j in a transmitted color
frame to pixel i in the corresponding reconstructed color frame
which means that i and j are the same ‘pixel’ from two different



Fig. 3. Left image and right image.

Fig. 4. Depth map.

1842 Z. Song et al. / Computer Communications 35 (2012) 1838–1845
point of view. If the transmitted frame is the left frame, then we use
rn to indicate the original value of the right frame (frame to be
reconstructed at the receiver side), and Rn as the corresponding
reconstructed value. Thus in the original stereo image frame pair,
we have

ri
n ¼ Mijðf j

n;d
j
nÞ ð9Þ

Then the first and second moment of Ri
n can be calculated as

E Ri
n

n o
¼ Mij E Fj

n

n o
; E Dj

n

n o� �
ð10Þ

E ðRi
nÞ

2
n o

¼ Mij E ðFj
nÞ

2
n o

; E Dj
n

n o� �
ð11Þ

Then, the expected distortion Di
n of the reconstructed pixel by

considering both the constructed color map and depth map can
be expressed as a function of E Ri

n

n o
and E ðRi

nÞ
2

n o
, i.e.,

Di
n ¼ f E Ri

n

n o
; ðRi

nÞ
2

n o� �
; ð12Þ

where function f() can be obtained by performing data fitting.

6. Patch map based error detection on depth map

Intuitively, both the quality of color map and depth map affects
the quality of 3D image. In our proposed scheme, whether or not
the patch map is transmitted with color and depth maps depends
on the required QoE as shown in Fig. 2. In order to achieve a satis-
factory image quality, any of these three parts needs to be pro-
tected for the transmission. Let DDepthðx; yÞ be a depth change in
a horizontal scan like the scenario above, and this change leads
to a generation of a specific range of patch pixels. Also in the same
way, we can define the other kind of depth changes as
DDepth0ðx; yÞ. In this case, no pixels are missed, but some are dis-
carded. We let ‘D’ indicate the ranges of pixels associate with
DDepth0ðx; yÞ. In fact, we don’t need the actual pixels for D, so D just
consists of several pairs of starting and ending points of pixel
ranges, which is in an very small data quantity. Therefore, the
transmission overheads even can be ignored.

The main idea of the patch map based error detection on depth
map is that, at the receiver side, when DDepthðx; yÞ or DDepth0ðx; yÞ
occurs, we can detect whether it’s valid or an error by looking up
the ‘Patch’ and ‘D’ according to the relationships DDepthðx; yÞ and
DDepth0ðx; yÞ, which are sufficient and necessary conditions. This
conclusion lies on the premise that ‘Patch’ and ‘D’ are under a very
high level protection and generally error free. So under this condi-
tion, if there is an error detected, a retransmission request will be
sent to the sender side to resend the related data. Intuitively, the
depth map contains far less data than the color map, so it will be
more efficient to just deal with the depth map than the whole
3D image. We perform some experiments about this mechanism
and show the results in Section 6. In the 3D image wireless trans-
mission system discussed above, the decoder side will perform
estimation on those lost packets or pixels. This estimation would
result in inaccurate results comparing to real values, which lead
to distortions on both the color frames and depth frames. We per-
form the error detection in our simulation under the assumption
that all the patch pixels are highly protected and perfectly re-
ceived. The simulation results are shown in Section 7.

7. Experiment results

The experiment is based on a pair of intrusive stereo images
(i.e., left and right images) as shown in Fig. 3, which uses color seg-
ments to stand for items at different depths. The difference of seg-
ment positions corresponds to the predefined parameters and the
depth values of each one.
The depth map for the left image is shown in Fig. 4. Using our
algorithm, the patch map is calculated and the result is shown in
Fig. 4(b). Fig. 4(c) shows the rendered image with the patch map.
As shown in Fig. 4(c), the distortion of the rendered image is
mainly because of the inaccuracy of the depth map which as a re-
sult causes distortions on the patch map. Intuitively, if the patch
map is fully accurate, rendered image should be exactly the same
as the original one. So no more comparisons are made in an exper-
imental way. The graphical display of pixel range set D is displayed
in Fig. 4(d). In the second experiment, we discuss the accuracy of
the proposed image quality prediction model. In [21], the perfor-
mance of this method has been discussed under a 2D image condi-
tion. In our experiment, we explore the prediction on both frames
of the stereo pair. One example of the original image frame pair
and the corresponding depth map is shown in Fig. 5.

There are ten objects in a frame, and each has a different depth
value. Objects are moving through the video. No errors are consid-
ered in this experiment, and the channel has a packet loss rate of p.
In Fig. 6, the sequence with 17 color frames and 17 depth frames is
encoded, packetized and transmitted through a wireless channel
with a packet loss rate of 0.3.



Fig. 5. Frame pair and depth map.
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Fig. 7. (a) Depth map with additive white Gaussian noise; (b) A refined depth map.
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Fig. 6(a) shows the comparison between the estimated PSNR
using our proposed model described in Section 5 in and the actual
PSNR of the transmitted color frames. Fig. 6(b) shows the compar-
ison between the estimated PSNR and the actual PSNR of the
reconstructed 3D image frames. Intuitively, the prediction of trans-
mitted color frames is generally more accurate than the prediction
of reconstructed image frames. Furthermore, it is interesting to
note that by using this model, the transmitted color frames keep
getting lower than actual quality estimation while the recon-
structed color frames keep getting higher than actual quality esti-
mation. It is observed that the depth estimation is also critical for
the accuracy of the model. In general, our model can be used to
estimate the transmitted 3D image quality in an accurate manner.
In our experiment, we assume that the wireless connection is
through AWGN channel which is represented by a series of outputs
Yi at discrete time event index i. Yi is the sum of the input Xi and
noise, Zi, where Zi is independent and identically distributed and
drawn from a zero-mean normal distribution with variance n
(the noise). Zi is further assumed to not be correlated with the Xi

Zi � Nð0;nÞ ð13Þ
Yi ¼ Xi þ Zi ð14Þ

Fig. 7(a) shows the received depth map without any protection
through AWGN channel. After applying the patch map based error
detection and retransmission for error correction, we can get a re-
fined depth map as shown in Fig. 7(b):

Another experiment takes ten different BER values of error
depth map into consideration. We show the values in Table 2:

From the results shown in Fig. 7 and Table 2, we can draw the
following conclusions: (1) The BER of depth map can be highly re-
duced, but not totally error free using the algorithm of this exper-
iment; (2) There is no linear relationship between the error depth
map BER and the error corrected depth map BER; (3) The experi-
ment results vary randomly within the scope, which means that
even we have the same error depth map BER, the value of error cor-
rected depth map BER may be different; Further experiments are
done by taking 10000 samples of variance of the AWGN from
0.001 to 0.1001. Table 3 shows three values of the ratio of BER of
corrected depth map to BER of error depth map:

In these three scenarios as shown in Table 3, the patch map
based error detection on depth map performs nearly perfect error
detection. When applying this error detection to our proposed
mechanism, the distortions are considered to be caused by packet
loss through the wireless channel. Fig. 8 shows the PSNR compar-
ison between the original depth map at the decoder side and that
after the patch pixel based error detection (assuming the retrans-
mission is successful). The quality is improved by 7.5232 dB on
average.

In Fig. 9, we compare the PSNRs of the reconstructed color frame
before and after performing the error correction and retransmission



Table 2
Error corrected depth map BER.

Error depth map BER 0.8462 0.8487 0.8512 0.8513 0.8487

Error corrected depth map BER 0.1340 0.1267 0.1222 0.1120 0.1104

Error depth map BER 0.8521 0.8522 0.8495 0.8530 0.8531

Error corrected depth map BER 0.1076 0.1013 0.1000 0.0943 0.0907

Table 3
Upper Bound.

1 2 3

Upper bound 3.943802e�002 3.882281e�002 3.922083e�002
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Fig. 8. PSNR comparison between the original depth map at the decoder side and
the one after performing the patch pixel based error detection.
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Fig. 9. PSNRs of the reconstructed color frame before and after performing the error
detection and retransmission to the depth map.
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Fig. 10. Perfect construction.
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to the depth map. The results vary within different quality condi-
tions. In our simulation, when the reconstructed color frame PSNR
is higher than 38.2 dB, the error detection improves the whole qual-
ity, and this improvement is in proportion to the original quality.
But when the PSNR is lower than 38.2 dB, the quality improvement
on depth map is not significant or even sometime has negative effect
on the whole quality. This is because that almost perfect depth maps
are used to reconstruct the color frames from 12 to 18 as shown in
Fig. 9. The fact can be justified by the similar trend (from 12 to 18)
shown in Fig. 10 where the received frame are constructed with per-
fect depth map.

8. Conclusion

In this paper, we proposed a wireless 3D image transmission
scheme including image quality prediction model, quality
improvement strategy, and its applicable scope. The major innova-
tions in this paper include the techniques of patch map and patch
map based error correction on the depth map. The techniques can
be employed to not only detect the transmission errors and but
also improve the quality of 3D image. It is a fundamental work
to further 3D image transmissions, especially over the resource-
constrained wireless networks. Based on the proposed depth-color
source coding scheme, we firstly derive a depth-color quality pre-
diction model that can estimates the transmitted 3D image quality
over error-prone wireless environments. With the quality predic-
tion model, an adaptive transmission 3D image transmission strat-
egy has been developed. The experimental results demonstrate
that our approach can achieve good multimedia quality under var-
ious channel conditions. Compared with traditional color-depth
based 3D image compression and transmission approach, our ap-
proach can achieve higher multimedia quality over error-prone
wireless environment with small communication overheads.
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