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ABSTRACT

State-of-the-art deep learning (DL) systems are vulnerable to adver-
sarial examples, which hinders their potential adoption in safety-
and security-critical scenarios.While some recent progress has been
made in analyzing the robustness of feed-forward neural networks,
the robustness analysis for stateful DL systems, such as recurrent
neural networks (RNNs), still remains largely uncharted. In this
paper, we propose Marble, a model-based approach for quanti-
tative robustness analysis of real-world RNN-based DL systems.
Marble builds a probabilistic model to compactly characterize the
robustness of RNNs through abstraction. Furthermore, we propose
an iterative refinement algorithm to derive a precise abstraction,
which enables accurate quantification of the robustness measure-
ment. We evaluate the effectiveness of Marble on both LSTM and
GRUmodels trained separately with three popular natural language
datasets. The results demonstrate that (1) our refinement algorithm
ismore efficient in deriving an accurate abstraction than the random
strategy, and (2)Marble enables quantitative robustness analysis,
in rendering better efficiency, accuracy, and scalability than the
state-of-the-art techniques.
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1 INTRODUCTION

With the booming of big data and hardware acceleration, deep
learning (DL) has achieved tremendous success in many applica-
tions such as image processing [14], speech recognition [3, 29],
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video and board games [41, 47]. In spite of achieving high accu-
racy, deep neural networks (DNNs) are still vulnerable to adversar-
ial attacks [8, 11, 12]. For example, an image classifier can easily
be fooled by pixel-level perturbations [52] or inevitable noise in
physical-world situations [22]. Hence, quality and reliability as-
surance of DL systems are urgently needed, especially for those
applied in safety- and security-critical scenarios.

Robustness analysis aims to estimate the capability of a neural
network in tolerating input perturbations, which naturally occur in
the physical environment or are intentionally applied by malicious
parties (e.g., adversarial attacks). A neural network is said to be
robust, if its prediction results could not be misled by any small per-
turbations (e.g., imperceptible by human). In fact, it has been shown
that most neural networks are vulnerable to small manipulations to
the inputs [8, 51]. By far, there are two types of analysis methods
to quantify robustness: robustness verification [6, 24] that provides
theoretical guarantees on the level of perturbations a network is
immune to, and robustness quantification [10, 38] which estimates
the robustness score of a neural network with the difficulty of find-
ing inputs that lead to incorrect prediction results. Intuitively, the
harder it is to generate such inputs, the more robust the model is.

Moreover, the quantification methods focus on either gener-
ating human imperceptible adversarial input perturbations [27]
to manipulate a DNN’s decision (e.g., gradient-based attacks), or
producing systematic tests [38, 43] to simulate realistic noise and
transformations that might occur in physical environment. Gener-
ally speaking, the quantification methods are often more scalable
than the verification-based techniques, and they can be generalized
to different network architectures more easily. However, it is non-
trivial to improve model robustness, even with samples explicitly
exposing the weaknesses. Lacking robustness over an input sample
indicates that the result produced by the DNN is potentially unre-
liable. If the robustness analysis can be performed in real-time, a
decision-making system is able to fallback to alternative backup
plans whenever the DNN reveals poor robustness.

Existing methods face challenges in terms of efficiency and ap-
plicability, especially in handling large models. In particular, the
testing- and attack-based techniques often require a large number
of inputs to be generated and tested, which is expensive and hardly
applicable to real-time applications. In addition, the vast majority of
existing robustness analysis techniques only focus on feed-forward
neural networks (FNNs), leaving other types of networks, such as
recurrent neural networks (RNNs), largely untouched. RNNs are de-
signed to process sequential inputs (e.g., natural languages, audios,
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and signals), and also vulnerable to adversarial attacks. For instance,
the RNN-based toxic contents (e.g., insults and violence) detector
in online discussions can be circumvented by replacing or modify-
ing a single word [35]. To our best knowledge, POPQORN [33] is
currently the only work addressing the robustness verification of
RNNs. It assumes continuous input domains and relies on expen-
sive bound calculations propagated through layers (i.e., on unrolled
RNNs). As a result, it is rather imprecise when handling discrete
domain inputs, such as natural language texts, and faces scalabil-
ity and efficiency issues. The problem of efficiently evaluating the
robustness of RNNs in processing sequential inputs remains an
open challenge. Solving this problem is an essential step towards
improving the reliability of real-time applications, such as machine
translation for simultaneous interpretation, speech recognition, and
perception tasks in cyber-physical systems.

To address the aftermentioned issues, we propose a model-based
approach, namedMarble, for evaluating the robustness of RNNs
effectively. The aim is to build an abstract model offline and enable
light-weight robustness estimation online for real-time applications.
To overcome the performance challenges and avoid making many
perturbations at runtime, we construct a robustness-aware abstract
model for RNNs to capture the behaviors of an RNN given various
inputs in a compact form. Due to the stateful nature of RNNs,
the output produced at each step is affected by both the input
element and the context of it. For example, in sentiment analysis,
the positive/negative opinions predicted at a certain word within
a sentence are affected by the word itself and also words before it.
Our abstract model maintains previously seen states and transitions
among states, which are essential in characterizing how different
inputs are handled under various contexts.

The contextual information can also be useful in estimating ro-
bustness. Intuitively, under a similar context, the robustness over
the same input element is expected to be similar as well. For in-
stance, when processing two movie reviews, “I love this movie” and
“I love that movie”, an RNN often maintains very similar contexts
before processing the final word “movie”. With this insight, we
compute robustness measures for training inputs and encode this
information into the abstract model, which is then used to estimate
the robustness of new (previously unseen) test inputs. This makes
real-time identification of unreliable predictions possible and could
improve the overall quality of the decision making process.

In particular, we build an abstract model based on Markov Deci-
sion Process (MDP) for a given RNN model, and propose a refine-
ment algorithm to iteratively improve the precision of the abstrac-
tion in quantifying robustness. The refinement process continues
until the robustness estimation error (i.e., the difference of the
robustness estimation from MDP and the dynamic input perturba-
tions) is reduced under a threshold. We appliedMarble to quantify
the robustness of six RNNs which are trained for news title classifi-
cation, toxic comment detection and sentiment analysis. The results
show that Marble is more effective in refining the abstract model
than random strategies and produces (at least 2 times) smaller ac-
curate MDPs. Marble is more efficient than the state-of-the-art
technique – the average time taken by Marble per input is 0.03
seconds while POPQORN requires 52.8 minutes. Marble is also
more precise – it achieves higher attack success rate on the least

robust inputs and lower attack success rate on the most robust
inputs, compared with POPQORN.

The main contributions of this paper are three-fold.
• We proposed to abstract RNN as an MDP model in order to
perform a quantitative robustness analysis of an RNN.
• We introduced a mutation-based refinement technique to contin-
uously refine the MDP for more accurate robustness estimation
of an RNN.
• We performed an in-depth evaluation on two popular datasets,
to demonstrate the effectiveness of the refinement algorithm and
the estimation precision of Marble.

2 PROBLEM FORMULATION

2.1 Formalization of RNN and Traces

Definition 2.1 (Recurrent Neural Network (RNN)). An RNN is a
tuple R = (X,S,O, 𝑓 ) such that X, S, and O denote the domains
of the inputs, hidden states, and outputs, respectively, and 𝑓 is a
differentiable parameterized function. R takes as input a sequence
x ∈ X𝑛 of length 𝑛, maintains a sequence of hidden states s ∈
S𝑛+1 of length 𝑛 + 1, and applies the function 𝑓 on each state and
input pair (𝑠𝑖 , 𝑥𝑖 ) to produce an output sequence y ∈ O𝑛 such that
(𝑠𝑖+1, 𝑦𝑖 ) = 𝑓 (𝑠𝑖 , 𝑥𝑖 ), where 𝑥𝑖 , 𝑠𝑖 , and 𝑦𝑖 denote the 𝑖-th element of
the respective sequences.

Following [46], we formalize an RNN abstractly as above. The
hidden states S ⊆ R𝑚 are𝑚-dimensional real number vectors and
the initial state 𝑠0 is a vector of𝑚 zeros. 𝑠𝑑

𝑖
is used to denote the

𝑑-th dimension of the state vector 𝑠𝑖 , where 𝑑 ∈ [0,𝑚).
Given an RNN, each input sequence x induces a finite sequence

of state transitions, which forms a trace denoted by t(x). The 𝑖-th
element of a trace, denoted by 𝑡𝑖 (x), is the transition from 𝑠𝑖 to
𝑠𝑖+1 after accepting an input element 𝑥𝑖 and producing an output
𝑦𝑖 . The traces of an RNN can be represented compactly as a Finite
State Transducer (FST) [25], which is formally defined as follows.

Definition 2.2 (Finite State Transducer (FST)). Given an RNN R =

(X,S,O, 𝑓 ), we define its traces induced by a set of inputs𝐷 ∈ 2X𝑛

as a finite state transducer, TR (𝐷) = (X,S,O, 𝑠0, 𝐹 , 𝛿), where S is
a non-empty finite set of states, X is the input alphabet, O is the
output alphabet, 𝑠0 ∈ S is the initial state, 𝐹 ⊆ S is the set of final
states, and 𝛿 ⊆ S × X × O × S is the transition relation.

Example 2.3. Fig. 1 gives an example of how to represent the RNN
behaviors as an FST, with transitions represented by solid black
arrows. The RNN, R, is assumed to work on sentiment analysis and
is trained to classify movie reviews into two categories, namely,
negative and positive. Note that 0 is used to represent negative
opinions, and 1 is used for positive ones.

Given a set of movie reviews, 𝐷 = {[“𝑖”, “𝑟𝑒𝑎𝑙𝑙𝑦”, “𝑙𝑖𝑘𝑒”, “𝑡ℎ𝑖𝑠”,
“𝑚𝑜𝑣𝑖𝑒”], [“𝑖”, “𝑙𝑖𝑘𝑒”, “𝑡ℎ𝑖𝑠”, “𝑚𝑜𝑣𝑖𝑒”], [“𝑤𝑒”, “𝑙𝑖𝑘𝑒”, “𝑡ℎ𝑖𝑠”, “𝑚𝑜𝑣𝑖𝑒”]},
three traces are induced. They share the same initial state 𝑠0 and
consist of five, four and four transitions, respectively. Transitions
are represented by arrows, originating from one state and transit
to another state, labeling with its input and output pair. For the
transition from 𝑠0 to 𝑠1, the label “𝑖 : 0” denotes that this transition
is induced by the input element 𝑖 and emits the output 0.

For the FST defined over these three traces, the set of input alpha-
bet is X = {“𝑖”, “𝑤𝑒”, “𝑟𝑒𝑎𝑙𝑙𝑦”, “𝑙𝑖𝑘𝑒”, “𝑡ℎ𝑒”, “𝑡ℎ𝑎𝑡”, “𝑡ℎ𝑖𝑠”, “𝑚𝑜𝑣𝑖𝑒”},
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Figure 1: FST Example.
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Figure 2: The overview of Marble.

the set of states is S = {𝑠0, . . . , 𝑠12}, the set of outputs is O = {0, 1},
the initial state is 𝑠0, the set of final states is 𝐹 = {𝑠5, 𝑠8, 𝑠12},
and the transition relation 𝛿 defines the set of 12 transitions, e.g.,
(𝑠0, “𝑖”, 0, 𝑠1), and (𝑠1, “𝑟𝑒𝑎𝑙𝑙𝑦”, 0, 𝑠2).

2.2 Pointwise Robustness of an RNN

The quantification of FNN robustness has been widely studied in
the literature [9, 54], whereas little work has been done to address
the robustness of RNN models. Unlike FNN that takes an input as a
whole, RNN consumes a sequential input element-by-element, and
perturbations on each input element may cause different levels of
impact to the model outputs [18, 30]. Theoretically, the change at
a solitary input frame could make a long-lasting influence on the
process of upcoming frames. Also due to the complicated training
and working mechanism of RNNs, even well-trained RNNs tend to
reveal poor robustness to perturbations at a single input frame. In
line with the assumptions in POPQORN, we study the pointwise ro-
bustness of RNNs, instead of allowing mutations over a wide range
of input frames. Such a strict constraint can be more instructive for
the quality assurance of RNNs at current stage.

To measure the robustness of an RNN model w.r.t. an input,
we allow the input to be perturbed within a certain range, and
observe their impact on the induced traces. Instead of searching
for the lower bound of perturbations that would alter the RNN
decision, we look into how likely perturbations within the range
could make a difference. Because the lowerbound measure over
discrete data, e.g., natural language, is highly influenced by the
sparsity of the data. To precisely quantify the pointwise robustness,
we first specify how input elements are to be perturbed, formally
defined by a pointwise mutation function. Note that, for a given set𝑄 ,
the probability distribution over𝑄 is a function 𝑑 : 𝑄 ↦→ [0, 1] such
that Σ𝑞∈𝑄𝑑 (𝑞) = 1. We denote the set of all probability distributions
over 𝑄 as Dist(𝑄).

Definition 2.4 (Pointwise Mutation Function). A pointwise muta-
tion function ` ⊆ X × Dist(X) maps an input element 𝑥 ∈ X to a
probability distribution of the possible mutants 𝑥 ′ ∈ X, such that
` (𝑥, 𝑥 ′) is the probability of mutating 𝑥 into 𝑥 ′.

The pointwise mutation function can be used to describe various
types of perturbations to the inputs. For example, 𝑝-norm ball [7, 33]
is often used in the literature to describe perturbations happened
uniformly within a sphere around the given input. In general, the
robustness of a model can be examined against different real-world
attack patterns by simulating the ranges and frequencies of the
potential mutations appeared in practice.

We define the 0-step pointwise robustness of an RNN at an input
element 𝑥𝑖 as the likelihood that the immediate next transition 𝑡𝑖

induced by 𝑥𝑖 stays unchanged after some perturbation is applied
to 𝑥𝑖 . This definition can be further generalized to observe the
impact of the perturbation only after a certain number of transitions,
instead of the immediate next one.

Definition 2.5 (𝑘-Step Pointwise Robustness). Let R be an RNN
and x ∈ X𝑛 be an input of length 𝑛, respectively. Let 𝑥𝑖 be the
input element at the 𝑖-th position of x, where 𝑖 < 𝑛. Let ` be a
pointwise mutation function generating a new input x[𝑥𝑖 → 𝑥 ′

𝑖
]

by mutating 𝑥𝑖 . The 𝑘-step pointwise robustness of R w.r.t. x at
the 𝑖-th position against perturbations defined by `, denoted by
𝛾𝑘 (R, x, 𝑖, `), is given as the probability that the trace induced by
x′ produces the same output at the (𝑖 + 𝑘)-th transition, where
(𝑖 + 𝑘) ≤ 𝑛. More formally,

𝛾𝑘 (R, x, 𝑖, `) =
∑︁

𝑥 ′
𝑖
∈X·𝑡𝑖+𝑘 (x)

𝑜
=𝑡𝑖+𝑘 (x[𝑥𝑖→𝑥 ′

𝑖
])

` (𝑥𝑖 , 𝑥 ′𝑖 ),

where 𝑜
= denotes the equality of outputs for both sides.

The pointwise robustness definition is parameterized by the num-
ber of steps, after which the impact of the perturbation to the model
output are observed. Specifically, t(x) and t(x[𝑥𝑖 → 𝑥 ′

𝑖
]) represent

the two traces induced by x, before and after 𝑥𝑖 is mutated, respec-
tively. The 𝑘-step pointwise robustness only observes the outputs
produced at the (𝑖+𝑘)-th transition, denoted by 𝑡𝑖+𝑘 (x), and ignores
any intermediate states and transitions. In particular, for the 0-step
pointwise robustness, we observe how the transition 𝑡𝑖 induced by
𝑥𝑖 is affected by perturbations over 𝑥𝑖 . Instead of parameterizing
pointwise robustness by the input sequence and position indices,
we sometimes use an equivalent notation 𝛾0 (R, 𝑠𝑖 , 𝑥𝑖 , `) such that,

𝛾0 (R, 𝑠𝑖 , 𝑥𝑖 , `) =
∑︁

𝑥 ′
𝑖
∈X·𝑓 (𝑠𝑖 ,𝑥𝑖 )

𝑜
=𝑓 (𝑥𝑖 ,𝑥 ′𝑖 )

` (𝑥𝑖 , 𝑥 ′𝑖 ) .

Example 2.6. Following Fig. 1, we briefly illustrate how the 0-
step pointwise robustness is calculated with a simple example.
Here we compute the robustness of R over the input sequence
[“𝑖”, “𝑟𝑒𝑎𝑙𝑙𝑦”, “𝑙𝑖𝑘𝑒”, “𝑡ℎ𝑎𝑡”, “𝑚𝑜𝑣𝑖𝑒”] at its fourth input element, i.e.,
“𝑡ℎ𝑎𝑡”. For the mutation function `, we assume that “𝑡ℎ𝑎𝑡” can be
mutated into any element in {“𝑡ℎ𝑒”, “𝑡ℎ𝑎𝑡”, “𝑡ℎ𝑖𝑠”} with an equal
probability, i.e., 13 . The perturbation of “𝑡ℎ𝑎𝑡” would affect the tran-
sition right after the state 𝑠3, and we assume the two new transitions
induced by the replacements are (𝑠3, “𝑡ℎ𝑖𝑠”, 1, 𝑠13), (𝑠3, “𝑡ℎ𝑒”, 0, 𝑠14),
respectively. For the replacement to itself, the transition keeps still
as (𝑠3, “𝑡ℎ𝑎𝑡”, 1, 𝑠4) . Obviously, among all these three transitions,
two out of them emit the same output 1 as originally. Therefore,
the 0-step robustness of R over the input sequence [“𝑖”, “𝑟𝑒𝑎𝑙𝑙𝑦”,
“𝑙𝑖𝑘𝑒”, “𝑡ℎ𝑎𝑡”, “𝑚𝑜𝑣𝑖𝑒”] at “𝑡ℎ𝑎𝑡” is 2

3 .



ASE ’20, September 21–25, 2020, Virtual Event, Australia Xiaoning Du, Yi Li, Xiaofei Xie, Lei Ma, Yang Liu, and Jianjun Zhao

2.3 Overview

Following Definition 2.5, the pointwise robustness of an RNN can
be estimated through a random sampling from mutations. One can
randomly generate mutants according to the probabilistic distribu-
tion given by the mutation function, and observe their impact on
the model outputs directly. Yet, this sampling approach likely does
not scale in practice. To get precise robustness measurements w.r.t.
even a single input, the number of mutants required can be huge if
the RNN model is non-trivial.

To overcome this challenge, we propose a model-based analysis
technique,Marble, to efficiently compute the pointwise robustness
of a given RNN with respect to an input element. Figure 2 sum-
marizes the workflow of Marble. We first construct a robustness-
aware abstract model by observing how the RNN’s behaviors are
affected by pointwise mutations. Specifically, Marble profiles the
RNN’s behaviors on the training data and constructs an FST. Then,
for each transition within the FST,Marble examines its (0-step) ro-
bustness with input replacements sampled following the mutation
probabilistic distribution. The mutation function is specific to the
application domains (e.g., audio and image) and pre-defined by the
users. We then build an abstract model, in the form of a Markov
Decision Process (MDP), by abstracting the states and transitions
in the FST, and annotate the MDP with robustness measurements
adapted with the abstraction.

Given an input, we can then compute a robustness score, regard-
ing each input frame, based on theMDPmodel. If the obtained score
is inconsistent with the result of the dynamic mutation sampling
(i.e., their difference exceeds a threshold), we iteratively refine the
abstract model so that the robustness can be more precisely quan-
tified. Finally, we obtain a precise abstract model after the results
of all training data from the abstract model is consistent with the
mutation sampling. Based on the abstract model, we can analyze
the robustness of the RNN against new inputs that follow a similar
distribution of training data efficiently.

3 RNN ABSTRACTION USING LABELED MDP

As shown in Definition 2.5, the robustness of an RNN is defined
with respect to a concrete input sequence at a certain position. Yet,
the number of states and traces enabled during the training stage
of an RNN can be huge. It can be impractical, during runtime, to
compute the robustness for each trace individually, with either
classical mathematical estimation methods [33] or mutation testing
techniques [23]. To make the computation more efficient, we now
introduce an RNN abstraction model based on labeled MDPs.

3.1 Aggregated Pointwise Robustness

The key idea in deriving a suitable abstraction is to group the traces
with similar robustness measures together, which can be used to
estimate the robustness of an RNN for various inputs at various
contexts in a more cost-effective manner. Given a set of states 𝑆 ,
from which transitions are induced by an input frame 𝑥 , we can
calculate the 0-step robustness for each such transition, against its
respective output. We define the aggregated pointwise robustness at
𝑆 to reflect the overall robustness of a set of input-induced traces
against perturbations. The collection of transitions from 𝑆 may
emit different outputs. To ease the computation of the probability of
keeping the original outputs collectively, we record the probabilities

emitting different outputs as a distribution over the output domain.
Specifically, we denote the probability of emitting 𝑦 at 𝑠 ∈ 𝑆 when
mutating input 𝑥 with ` as:

𝛾0 (R, 𝑠, 𝑥, `) [𝑦 ] =
∑︁

𝑥′∈X·𝑓 (𝑠,𝑥′)𝑜=(_,𝑦)

` (𝑥, 𝑥′) .

We use the notation 𝛾0 (R, 𝑠, 𝑥, `) to denote the probability distri-
bution over the output domain, and omit the parameters R and
` when they are clear from the context. Given that it is a cate-
gorical distribution [4], the mean of this distribution is a vector
p, of length |O|, where 𝑝𝑖 = 𝛾0 (R, 𝑠, 𝑥, `) [𝑦𝑖 ] for any 𝑦𝑖 ∈ O. Fur-
ther, 𝛾0 (R, 𝑠, 𝑥, `) is sometimes also abused to represent the𝑚𝑒𝑎𝑛

vector. For an instance originally yielding 𝑦, the robustness is ob-
tained via taking the corresponding probability 𝛾0 (R, 𝑠, 𝑥, `) [𝑦].
Now, the aggregated robustness definition requires integrating a
set of distributions observed at different states. A common practice
to reconcile different probability distributions is to take the average
of their probability densities [28]. Hence, we define the aggregated
pointwise robustness as follows.

Definition 3.1 (Aggregated Pointwise Robustness). Let R be an
RNN and TR (𝐷) = (X,S,O, 𝑠0, 𝐹 , 𝛿) be its traces induced by a set
of inputs𝐷 . Let 𝑥 be an input element and ` be a pointwise mutation
function. Let 𝑆 ⊆ S be a set of states such that for all 𝑠 ∈ 𝑆 , 𝑓 (𝑠, 𝑥)
emits the same output. The aggregated pointwise robustness of R at
𝑆 w.r.t. 𝑥 against perturbations defined by `, denoted by Γ(R, 𝑆, 𝑥, `),
is given as the average of the 0-step pointwise robustness of R w.r.t.
the states in 𝑆 . More formally,

Γ(R, 𝑆, 𝑥, `) = 1
|𝑆 |

∑︁
𝑠∈𝑆

𝛾0 (R, 𝑠, 𝑥, `) . (1)

The aggregated pointwise robustness is essentially the average
value of all pointwise robustness observations for a set of states. In
particular, for an output 𝑦, we have,

Γ(R, 𝑆, 𝑥, `) [𝑦] = 1
|𝑆 |

∑︁
𝑠∈𝑆

(
𝛾0 (R, 𝑠, 𝑥, `) [𝑦]

)
,

which takes the average of the probabilities of emitting𝑦 in different
distributions. With Eq. (1), we are able to represent the overall
robustness at a set of states obeying proper statistical rules.

3.2 Abstraction as Labeled MDP

Abstraction on states is essentially dividing the state space such that
states with similar robustness measures are clustered. After such
clustering, an abstract state may have multiple non-deterministic
outgoing transitions even after receiving the same input. Markov
Decision Process (MDP) [45] is widely used to describe probabilistic
systems, and to characterize the probabilistic state transitions trig-
gered by different input elements. Here, we use the labeled MDP to
formalize the abstraction of RNN traces, and the detailed definition
is given in Definition 3.2. The labeling function is used to record
the robustness measure of each state and input element pair.

Definition 3.2 (Labeled Markov Decision Process). A labeled MDP,
M, is a tuple (X̂, Ŝ, Ô, 𝑠0, 𝛿, [) consisting of a finite set Ŝ of states, a
finite set X̂ of input alphabet, an initial state 𝑠0, a finite probabilistic
transition relation 𝛿 ⊆ Ŝ × X̂ × Dist(Ŝ), where states and inputs
are in relation with distributions of successor states, and a labeling
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function [ ⊆ Ŝ ×X̂ ×Dist(O) which maps the state and input pairs
to distributions of outputs.

Now we demonstrate how to derive a labeled MDP from a set
of observed traces represented as an FST. In order to represent
the behaviors of an RNN in a more compact manner, we allow
abstractions over the state domain, as well as the input and output
domains, and more details about the abstraction functions will be
discussed in Section 4.1. Given an FST TR (𝐷) = (X,S,O, 𝑠0, 𝐹 , 𝛿)
of an RNN R on the input set 𝐷 , an input abstraction function
_𝐼 : X ↦→ X̂, a state abstraction function _𝑆 : S ↦→ Ŝ and an
output abstraction function _𝑂 : O ↦→ Ô, we can establish a la-
beled MDPM = (X̂, Ŝ, Ô, 𝑠0, 𝛿, [) for TR (𝐷). The input, state and
output domains inM are abstracted from those in TR (𝐷) with the
abstraction functions. Specifically, 𝑠0 = _𝑆 (𝑠0), and for each tran-
sition (𝑠, 𝑥, 𝑠 ′, 𝑦) ∈ 𝛿 , it is abstracted as (𝑠 = _𝑆 (𝑠), 𝑥 = _𝐼 (𝑥), 𝑠 ′ =
_𝑆 (𝑠 ′), 𝑦 = _𝑂 (𝑦)) and included as an abstract transition inM .

With these abstractions, the probabilistic transition relation 𝛿 and
the labeling function[ can be derived accordingly. 𝛿 (𝑠, 𝑥, 𝑠 ′) denotes
the conditional probability of visiting 𝑠 ′ given the current abstract
state 𝑠 and an abstract input element 𝑥 , and Σ

𝑠′∈Ŝ𝛿 (𝑠, 𝑥, 𝑠
′) = 1. The

transition probability is calculated as the number of concrete tran-
sitions from 𝑠 to 𝑠 ′ via 𝑥 over the number of all outgoing concrete
transitions from 𝑠 accepting abstract input element 𝑥 , i.e.,

𝛿 (𝑠, 𝑥, 𝑠 ′) = |{(𝑠, 𝑥, 𝑠
′, _) ∈ 𝛿 |𝑠 ∈ 𝑠 ∧ 𝑥 ∈ 𝑥 ∧ 𝑠 ′ ∈ 𝑠 ′}|

|{(𝑠, 𝑥, _, _) ∈ 𝛿 |𝑠 ∈ 𝑠 ∧ 𝑥 ∈ 𝑥}| .

The labeling function [ records the 0-step aggregated pointwise ro-
bustness of R under a mutation function `. Note that the robustness
definition in Definition 3.1 is presented under the concrete input
and output domains, and here we adjust it to reflect their abstract
counterparts. Similar to Definition 3.1, given an abstract state 𝑠 and
an abstract input 𝑥 , the outputs of the corresponding concrete state
and input pairs can vary. Therefore, we also label the robustness
under abstract states and abstract inputs as a distribution over the
output domain. Formally, we define 0-step aggregated pointwise
robustness at 𝑠 over 𝑥 , when emitting the abstract output 𝑦, as,

[ (𝑠, 𝑥,𝑦) = 1
|𝑆𝑥 |

∑︁
(𝑠,𝑥) ∈𝑆�̂�

©«
∑︁
𝑦∈�̂�

𝛾0 (R, 𝑠, 𝑥, `) [𝑦]ª®¬ , (2)

where 𝑆𝑥 = {(𝑠, 𝑥) | ∃(𝑠, 𝑥, _, _) ∈ 𝛿 for 𝑠 ∈ 𝑠, 𝑥 ∈ 𝑥} is the set of
state-and-input pairs which source from concrete states in 𝑠 and
accept concrete input elements in 𝑥 . The inner sum calculates the
robustness at 𝑠 over 𝑥 , while relaxing the constraint on the expected
output to be within the abstract output𝑦. Then, we take the average
value for robustness observations over all pairs inside 𝑆𝑥 .

Example 3.3. Continuing with the example in Fig. 1, we draw the
abstract MDP model derived from it in Fig. 3(a) and Fig. 3(b). States
and transitions induced by mutations over “the”, “that”, and “this”
are highlighted as red dots and red dashed arrows, respectively. We
assume that these three words share the same mutation probability
distribution, i.e., each could be mutated to others (including itself)
with equal probability, i.e., 13 . The corresponding outputs, either 0 or
1, are annotated along the red arrows. For instance, both transitions
from 𝑠10 to 𝑠16 and from 𝑠10 to 𝑠17 emit output 0, and they are
induced by replacing “this” with “the” and “that”, respectively. Input

elements are omitted to keep the illustration concise. Fig. 3(b) shows
the MDP abstraction of the concrete traces in Fig. 3(a). Now we
elaborate on the input/output abstraction and the state/transition
abstraction carried out during the MDP construction.

In this example, we assume an identity abstraction function for
the output space. The full input abstraction function is presented
in the dashed box at Fig. 3(a). For instance, “the”, “that” and “this”
are abstracted as 𝑥4. The state space are abstracted via the grids
drawn in dashed lines in Fig. 3(a), resulting in five abstract states,
i.e., 𝑠0, 𝑠1, 𝑠2, 𝑠3, and 𝑠4, each of which is mapped to a set of concrete
states inside the corresponding grid. For each abstract state 𝑠 , we
can then compute the transition function by deciding the set of
abstract inputs accepted at 𝑠 and the probabilistic distributions of
the successor states under each abstract input. For example, there
are three concrete transitions originated from 𝑠1, which lead to two
abstract successor states: 𝑠2 and 𝑠3. The abstract state 𝑠1 accepts only
one abstract input, 𝑥4, inducing a distribution of the successor states,
i.e., {𝛿 (𝑠1, 𝑥4, 𝑠2) = 1

3 , 𝛿 (𝑠1, 𝑥4, 𝑠3) =
2
3 }. The transition probabilities

are marked over the transitions between abstract states in Fig. 3(b)
as abstract input and probability pairs.

Finally, we show how the labeling function is computed, which
signifies the 0-step aggregated pointwise robustness. In Fig. 3(b),
this part of information is highlighted with blue boxes aside each
abstract state. According to Eq. (2), the 0-step aggregated point-
wise robustness is calculated by taking the average of robustness
observed concretely. We take the abstract state 𝑠1 and the abstract
input 𝑥4 as example. From the concrete state transitions in Fig. 3(a),
we can see that there are three concrete states within 𝑠1, and all
of them accept concrete input elements in 𝑥4 . Specifically, at 𝑠3,
according to the mutation function, the probability to yield output
0 is 1

3 , and to yield 1 is 2
3 . The probability distribution over the out-

puts are marked for 𝑠3, 𝑠6 and 𝑠10, when accepting input elements
belong to 𝑥4 . Finally, we can calculate the 0-step aggregated point-
wise robustness at 𝑠1 over 𝑥4, i.e., [ (𝑠1, 𝑥4, 0) = ( 13 +

1
3 +

2
3 )/3 =

4
9

and [ (𝑠1, 𝑥4, 1) = ( 23 +
2
3 +

1
3 )/3 = 5

9 . Hence, we label the output
probability distribution of 𝑥4 at 𝑠1 as ( 49 ,

5
9 ) . The concrete distribu-

tion annotations are omitted in Fig. 3(a) for other concrete states
and transitions, since they can be easily computed when no muta-
tions are applied to them. For the concrete transition (𝑠0, “𝑖”, 0, 𝑠1),
the output probability distribution is (1, 0), indicating output 0 is
yielded with probability 1. Since there is only one concrete state
in 𝑠0 accepting 𝑥0, the aggregated robustness is directly (1, 0) . Sim-
ilarly, we can calculate the output distribution for each abstract
state over its accepting abstract inputs.

3.3 𝑘-step Aggregated Pointwise Robustness

Based on the abstracted MDP model, we define the 𝑘-step aggre-
gated pointwise robustness. Firstly, we define traces over the MDP
induced by an abstract input sequence starting from a designated
abstract state. Given an MDPM = (X̂, Ŝ, Ô, 𝑠, 𝛿, [), a start abstract
state 𝑠0 ∈ Ŝ and an abstract input x̂ ∈ X̂𝑛 of length𝑛, we denote the
set of traces overM triggered by x̂ and starting from 𝑠0 as Π(x̂, 𝑠0) .
The 𝑖-th element in a trace 𝜋 ∈ Π(x̂, 𝑠0) is the transition from 𝑠𝑖 to
𝑠𝑖+1 via 𝑥𝑖 . In particular, the 0-th transition is triggered by 𝑥0 and
transits from 𝑠0 to 𝑠1. Moreover, we use 𝜌 (𝜋) to denote the trace
probability of 𝜋 , which is the product of transit probabilities for
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Figure 3: MDP construction and refinement.

transitions in 𝜋 , formally, 𝜌 (𝜋) = ∏𝑛−1
𝑖=0 𝛿 (𝑠𝑖 , 𝑥𝑖 , 𝑠𝑖+1). Specially, we

define 𝜖 as the empty abstract input element, and for any abstract
state, the self-transition via 𝜖 happens with probability 1. Hence,
given 𝜖 as the input sequence of length 1, we have Π(𝜖, 𝑠0) contains
the only trace with a single self-transition of 𝑠0 . To facilitate the
notations, we use x[𝑖 : 𝑗] to denote the subsequence of a sequence
x, which starts from its 𝑖-th element and ends at the ( 𝑗-1)-th ele-
ment; if 𝑖 ≥ 𝑗 , the subsequence is 𝜖 . Also, we use 𝜋𝑟 to denote the
reached state of its last transition. We give the definition of 𝑘-step
aggregated pointwise robustness in Definition 3.4.

Definition 3.4 (𝑘-step Aggregated Pointwise Robustness). Given
an RNN R, letM = (X̂, Ŝ, Ô, 𝑠0, 𝛿, [) be a labeled MDP established
for it. Let x ∈ X𝑛 be an input of length 𝑛, and the corresponding
abstract input is x̂with 𝑥𝑖 = _𝐼 (𝑥𝑖 ) for 𝑖 < 𝑛. The 𝑘-step aggregated
pointwise robustness of R w.r.t. x at the 𝑖-th (𝑖 < 𝑛) position can be
calculated overM as,

Γ𝑘 (M, x, 𝑖) =
∑︁
𝜋∈Π

𝜌 (𝜋 )[ (𝜋𝑟 , 𝑥𝑖+𝑘 , �̂�),

where the source state of 𝑡𝑖 (x) is 𝑠𝑖 , which maps to abstract state 𝑠𝑖 ,
the output of 𝑡𝑖+𝑘 (x) maps to the abstract output 𝑦, and Π(x̂[𝑖 : 𝑖 +
𝑘], 𝑠𝑖 ) (simply noted as Π) is the set of traces overM initiating from
𝑠𝑖 and triggered by the abstract input sub-sequence x̂[𝑖 : 𝑖 + 𝑘].

The above definition is consistent with our 0-step aggregated
pointwise robustness defined under the abstract domain in Eq. (2).
In that case, the sub-sequence x̂[𝑖 : 𝑖 + 𝑘] becomes 𝜖 , thus Π(𝜖, 𝑠𝑖 )
contains only one trace which consists of a single self-transition of
𝑠𝑖 via 𝜖 , and we have Γ𝑘 (M, x, 𝑖) = [ (𝑠𝑖 , 𝑥𝑖 , 𝑦).

4 MODEL REFINEMENT STRATEGY

With RNN abstracted as a labeled MDP, we hope to calculate the
robustness over the abstraction for better efficiency. To derive an
abstraction which allows for accurate estimation of the robustness
as obtained from mutation testing (see Definition 3.1), we design a
refinement process to reduce the estimation errors iteratively. The
aim is to reduce the estimation errors from the 𝑘-step aggregated
pointwise robustness and gradually approaches the ground-truth ro-
bustness reflected by mutation testing. In the following, we assume
appropriate input and output abstraction functions are predefined,
and present the refinement algorithm focusing on the refinement
of the state abstraction function in Section 4.2.

4.1 Input and Output Abstraction

Input abstraction aims to gather similar input elements, ideally the
ones which are able to reveal a similar level of robustness at the

same states. As a heuristic, we group inputs with identical or simi-
lar mutation probability distributions together to form an abstract
input. This way, the input abstraction is aligned with the pointwise
mutation function (Definition 2.4) and inputs with similar seman-
tics and mutants are grouped and treated equivalently in the MDP
abstract model. The mutation functions are designed according to
the specific properties of input domains, considering factors such as,
whether the domain is continuous (e.g., speech audios) or discrete
(e.g., natural languages) and which types of distance measures (e.g.,
𝑙𝑝 norm distance or cosine distance) are more suitable in restricting
the mutation magnitude. Taking the natural language processing
(NLP) application as an example, it is natural to consider synonyms
as mutants of a word, which maintains semantic similarities. Prac-
tically, words with cosine distances within a predefined threshold
can be identified as synonyms. We assume the mutation probability
of a word to all its synonyms uniformly distributed. Hence, dif-
ferent words sharing the same or similar set of synonyms can be
mapped into the same abstract input. The benefit of this choice is
that the robustness measures computed for one instance within the
synonyms can be more easily generalized for other instances.

For the output abstraction function, it should be designed specifi-
cally for different types of deep learning tasks. Similarly, the abstrac-
tion on the output domain aims to gather similar outputs together,
based on how tolerant the users are about the output variations.
For classification tasks, identity function can be used for the output
abstraction, since any classification result other than the truth label
is regarded as a failure. For tasks attempting to predict a value from
continuous domain, e.g., the steering angle of autonomous cars, an
abstraction function can be designed to map the outputs to a finite
discrete domain with techniques such as predicate abstraction [53].
The predictions of such tasks are deemed as correct as long as they
are within a certain range of the truth label. In general, the output
abstraction functions can be derived for different domains.

Similarity analysis of inputs/outputs can be a fundamental task
when conducting robustness analysis, and several metrics have
been proposed and widely used, e.g., 𝑝-norm and cosine distance.
For different DL applications, we could select suitable similarity
metrics. The quality of the input/output abstraction could make
a significant difference on the accuracy of Marble. For example,
a coarse input abstraction grouping inputs that are dramatically
different is hard to be refined to be accurate for each input element.
In this work, we take the widely used metric (e.g., cosine distance)
to perform the input/output abstraction on the selected tasks, and
leave the more comprehensive study as future work.
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4.2 Refinement of State Abstraction

We propose an algorithm for refining the state abstraction, which
aims to reduce the gap between the 𝑘-step aggregated pointwise
robustness (Definition 3.4) and the individual 𝑘-step pointwise
robustness (Definition 2.5) within an abstract state. From Defini-
tion 3.4, we see that the 𝑘-step aggregated pointwise robustness
can be deduced from the robustness labeling function.

Definition 4.1 gives the mean squared error (MSE) [34] of the
estimation calculated using an MDP abstraction compared with
the pointwise robustness obtained by mutating individual concrete
inputs. The accuracy of the MDP abstraction in measuring robust-
ness is determined by how concrete states are clustered, because
errors arise when the aggregated robustness deviates from the ro-
bustness observed concretely. Ideally, we would like to design the
state abstraction function such that states with similar robustness
distributions are clustered into an abstract state. Maximum Mean
Discrepancy (MMD) [49, 50] is widely used to measure the distance
between distributions, and defined as,

𝑀𝑀𝐷 (𝑑1, 𝑑2) =
E𝑋∼𝑑1 [𝑋 ] − E𝑌∼𝑑2 [𝑌 ]H ,

where 𝑑1 and 𝑑2 are two distributions and the MMD takes the dis-
tance between the mean of the two distributions in the Reproducing
Kernel Hilbert Space (RKHS)H . Here we take the Euclidean dis-
tance with Euclidean space being a widely-used member of RKHS.
In Definition 4.1, we sum up the squared MMD distance (in Eu-
clidean space) between all aggregated robustness and concrete
robustness pairs to represent the errors introduced by the abstrac-
tion.

Definition 4.1 (Mean Squared Error). Given an RNN R, a set of
samples 𝐷 , let TR (𝐷) = (X,S,O, 𝑠0, 𝐹 , 𝛿) andM = (X̂, Ŝ, Ô, 𝑠0, 𝛿,
[) be the FST and the labeled MDP established accordingly. The
mean squared error is calculated as,

1
|𝛿 |

∑︁
𝑠∈Ŝ

©«
∑︁

(𝑠,�̂�,_)∈𝛿

©«
∑︁

𝑠∈𝑠∧𝑥∈�̂�∧(𝑠,𝑥,_,_)∈𝛿

𝛾0 (𝑠, 𝑥) − [ (𝑠, 𝑥)2ª®¬ª®¬ ,
where 𝑠 ∈ 𝑠 and 𝑥 ∈ 𝑥 .

Next, we elaborate on how to refine a state abstraction function
for a given MSE threshold \ , and sketch the process in Algorithm 1.
Given an RNN model R, a mutation function `, a threshold \ and
a set of samples 𝐷 , the algorithm produces a labeled MDP, with
which the estimated 0-step aggregated pointwise robustness of
samples in 𝐷 achieves an estimation error less than \ . Here, the
pointwise robustness computed by mutation testing with the mu-
tation function ` is used as the ground truth. We assume that _𝐼
and _𝑂 are predefined by users; and _𝑆 is initialized such that all
concrete states are mapped to a single abstract state.

Firstly, we profile the RNN model R with samples in 𝐷 and
represent the traces as an FST, TR (𝐷) (Line 3). We then conduct
mutation sampling by replacing the input of each transition with
𝑁 mutants (Lines 4 to 9). The mutants are sampled according to the
probabilistic distribution defined by `. Via counting the frequencies
of emitting different outputs after applying the replacements, we
obtain the 0-step robustness (a probabilistic distribution over the
output domain) for each transition.

Lines 10 to 26 show the core refinement steps. In each iteration,
we attempt to improve the accuracy of the abstraction function

Algorithm 1: Refinement algorithm for a labeled MDP.
input :R = (X, S, O, 𝑓 ) : RNN, `: mutation function, \ : threshold, 𝐷 :

samples
output :M: labeled MDP

1 Prepare input/output/state abstraction functions _𝐼 , _𝑂 , _𝑆 ;
2 Mutation sampling count 𝑁 ;
3 TR (𝐷) = (X, S, O, 𝑠0, 𝐹 , 𝛿) ; // finite state transducer of R
4 for (𝑠, 𝑥, 𝑦, 𝑠′) ∈ 𝛿 do // mutation sampling for robustness

estimation

5 𝛾0 (𝑠, 𝑥) ← [0] |O| ;
6 for 𝑗 in [0, 𝑁 ) do
7 𝑥 ′𝑖 ← 𝑠𝑒𝑙𝑒𝑐𝑡𝑀𝑢𝑡𝑎𝑡𝑖𝑜𝑛 (`, 𝑥𝑖 ) ;
8 (_, 𝑦′) ← 𝑓 (𝑠, 𝑥 ′𝑖 ) ;
9 𝛾0 (𝑠, 𝑥) [𝑦′ ] += 1

𝑁

10 do

11 M = ( X̂, Ŝ, Ô, 𝑠0, 𝛿, [) ← build_mdp (TR (D), _I , _O, _S) ;
12 refinable← False;
13 for 𝑠 ∈ Ŝ do // refine each abstract state

14 for (𝑠, 𝑥, _) ∈ 𝛿 do // refine the first refinable

transition
15 𝑆𝑝𝑤 , 𝐵𝑝𝑤 ← ∅, ∅ for (𝑠, 𝑥, _) ∈ (𝑠, 𝑥, _) do
16 b← [0] |Ô | ;
17 for �̂� ∈ Ô do // pointwise robustness
18 b[�̂� ] = ∑

𝑦∈�̂� 𝛾
0 (𝑠, 𝑥) [𝑦 ];

19 𝑆𝑝𝑤 , 𝐵𝑝𝑤 ← 𝑆𝑝𝑤 ∪ 𝑠, 𝐵𝑝𝑤 ∪ b;
20 if

1
|𝐵𝑝𝑤 |

∑
𝑏∈𝐵𝑝𝑤 ∥[ (𝑠, 𝑥) − 𝑏 ∥

2 > \ then // to refine

21 K ← fitKmeansCluster(𝐵𝑝𝑤 , 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 = 2);
22 C ← fitSVMClassifier(𝑆𝑝𝑤 ,K .𝑙𝑎𝑏𝑒𝑙𝑠);
23 _𝑆 ← addSubAbstracter (_S, ŝ, C) ;
24 refinable← True;
25 break

26 while refinable;
27 returnM;

for each abstract state inM. As the first step, a labeled MDP is
computed from TR (𝐷) with the input, output, and state abstraction
functions. For each abstract input element 𝑥 , triggering a transition
sourcing from 𝑠 (Line 14), we examine whether the estimation error
of this pair is below \ (Line 20). We calculate the mutation-based
robustness related to 𝑠 and 𝑥 with Lines 15 to 19, and store the
results in 𝐵𝑝𝑤 . We also keep the concrete state vectors in 𝑆𝑝𝑤 , one-
to-one mapped to those robustness in 𝐵𝑝𝑤 . The 0-step aggregated
pointwise robustness estimated for the (𝑠 , 𝑥) pair is [ (𝑠, 𝑥), which
equals to the average of the values in 𝐵𝑝𝑤 . If the MSE of this subset
of observations is greater than \ (Line 20), we make a refinement
on 𝑠 such that the overall MSE on 𝐷 is reduced (Theorem 4.3).

We design a two-step refinement strategy to narrow the distance
between the estimated aggregated robustness and every correspond-
ing mutation testing robustness. We aim to cluster the concrete
states in 𝑆𝑝𝑤 according to their mutation-based robustness (Line 21),
such that states with similar robustness would be gathered together.
In the first step, we leverage 𝑘-means to separate the robustness
distributions in 𝐵𝑝𝑤 into two clusters. On Line 21, K denotes the
fitted 𝑘-means classifier, andK .𝑙𝑎𝑏𝑒𝑙𝑠 is used to represent the list of
obtained cluster labels. Clustering over the robustness distributions
offers implication on how to divide the state space. In the second
step, we treat the cluster index as the label and employ SVC classi-
fier C to approximate the decision boundary over the state space
(Line 22). Finally, we append C as a sub-abstraction function of
state 𝑠 and update the state abstraction function _𝑆 (Line 23). After
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examining all abstract state and input element pairs, if there exists
any pair to be refined, we re-build the MDPM with the updated
_𝑆 and continue the iteration. Otherwise, if neither of the abstract
states requires further refinement, the procedure terminates and
returns the refined MDP model.

Example 4.2. Following Fig. 3(b), we illustrate how the refine-
ment algorithm works to reduce the estimation error. We assume a
threshold of 1

27 on the estimation error. When the loop iterates at
(𝑠1, 𝑥4, _) at Line 14, the list of concrete states is 𝑆𝑝𝑤 = [𝑠3, 𝑠6, 𝑠10],
and the corresponding list of pointwise robustness observations is
𝐵𝑝𝑤 = [( 13 ,

2
3 ), (

1
3 ,

2
3 ), (

2
3 ,

1
3 )]. As we know from the labeling func-

tion, the 0-step aggregated robustness at 𝑠1 over 𝑥4 is [ (𝑠1, 𝑥4) =
( 49 ,

5
9 ) . The local estimation error yields as,

1
3
( ( 13 , 23 ) − ( 4

9
,
5
9
)2 + ( 13 , 23 ) − ( 4

9
,
5
9
)2 + ( 23 , 13 ) − ( 4

9
,
5
9
)2 ) = 4

81
>

1
27

,

indicating a further refinement is required.
First, we apply 𝑘-means over 𝐵𝑝𝑤 , and set the expected cluster

number to two. Since 𝑘-means aims to put closer points into the
same cluster, it is likely to return two clusters𝐶0 =

[(
1
3 ,

2
3

)
,

(
1
3 ,

2
3

)]
and 𝐶1 =

[(
2
3 ,

1
3

)]
. Hence the labels for the list of states are

K .𝑙𝑎𝑏𝑒𝑙𝑠 = [𝐶0,𝐶0,𝐶1]. Then, we can fit the SVC which splits the
abstract state 𝑠1 into two. As demonstrated in Fig. 3(c), we assume
the red dashed curve to be the boundary determined by the SVC.
Thus, the original abstract state 𝑠1 is refined into two new abstract
states 𝑠5 and 𝑠6. Now, the state abstraction is refined, and the MDP
model is to be reconstructed.

Theorem 4.3 (Error Reduction). Given an RNN R, a set of
samples 𝐷 , letM andM ′ be labeled MDPs obtained from R and
𝐷 , before and after the execution of the refinement step (Lines 21
to 25 in Algorithm 1). We have 𝑀𝑆𝐸M′ ≤ 𝑀𝑆𝐸M , where 𝑀𝑆𝐸M
and𝑀𝑆𝐸M′ are the mean squared errors ofM andM ′, respectively.

The proof of Theorem 4.3 is available on our website [19]. With
Theorem 4.3, the MSE ofM is reduced after each refinement step.
Since there is only a finite number of concrete states in S, and the
number of abstract states Ŝ is guaranteed to increase after each
iteration, 𝑀𝑆𝐸M is eventually approaching zero. Therefore the
threshold will be reached after finite number of iterations.

5 EVALUATION

We implementedMarble in Python based on the PyTorch (1.2.0)
framework and conducted evaluation on six real-world RNN subject
models to evaluate the refinement strategies and the robustness
quantification method. Specifically, our experiments are designed
to answer the following research questions:

• RQ1: How effective is the refinement algorithm in generating
MDP abstractions? How are the abstractions in terms of succinct-
ness and generalization?
• RQ2: How is the scalability and efficiency of the robustness
quantification byMarble?
• RQ3: Does Marble provide a better quantification of RNN ro-
bustness than state-of-the-art approaches?

Subject Datasets and RNN Models We selected three popular
NLP datasets and trained the corresponding RNNmodels. In particu-
lar, we leveraged the pre-trainedword embedding vectors GloVe [44]
to accelerate the training process and achieve competitive accuracy.
(1) The CogComp QC Dataset (abbrev. QC) [37] includes news
titles labeled with different types of topics. There are 20K samples
for training and 8K samples for testing, and each sample contains 9.2
words on average. We followed the same configurations as in [33]
to train an LSTM model with a test accuracy of 83.3% and a GRU
model with a test accuracy of 83.0%, respectively.
(2) The Jigsaw Toxic Comment Dataset (abbrev. Toxic) [1] used
in Kaggle challenge includes a set of comments from Wikipedia’s
talk page edits and is labeled as toxic or not, with an average sample
length of 54.8. The original dataset is designed to be severely imbal-
anced for the challenge usage. Here in order to obtain an accurate
model, we use 25k non-toxic samples and 25k toxic samples for
the model training (80%) and testing (20%). We trained an LSTM
model (with 92.7% test accuracy) and a GRU model (with 93.1% test
accuracy), with 128 hidden nodes respectively.
(3) The Sentiment Analysis Dataset (abbrev. IMDb) [39] con-
tains IMDb movie reviews labeled with binary (positive or negative)
sentimental classifications. There are 25K training data and 25K
test data, where each sample contains 255.8 words on average. We
trained an LSTM model and a GRU model, each with 300 hidden
nodes, which achieve 90.7% and 90.9% test accuracy respectively.
States Preprocess and InputAbstraction.To handle high-dimen-
sional state vectors, we applied Principal Component Analysis [56]
to reduce the data dimension to 𝜔 major components as in [20].
To build the mutation function for NLP applications, we use co-
sine similarity to measure the semantic distances between words.
Based on the GloVe embedding vector, we performed the input
abstraction by making synonym groups, among which the cosine
similarities are above a threshold. In our evaluation, we set the a
higher threshold (0.75) to guarantee a conservative metamorphic
relation and obtained 3,572 synonym groups. During the mutation,
we allowed a uniform probability distribution on words within the
same synonym group.

5.1 RQ1: Effectiveness of the Refinement

We first examined the performance of our refinement strategy un-
der different configuration instances (𝜔, \ ), where 𝜔 is the retained
dimension of the state vectors after PCA and \ is the MSE threshold.
As a baseline for comparison, we also implemented a random-split
based strategy for abstract state refinement. The random-split strat-
egy differs from Marble at only two steps (cf. Line 21 and Line 22
in Algorithm 1), which refines an abstract state by randomly sepa-
rating the state instances into two groups, and fit the SVC classifier.

Our evaluation was conducted on the six RNN models (both
LSTM and GRU) of the three datasets. For each RNN model, we
experimented on six (𝜔, \ ) configurations. Table 1 summarizes the
results of refinement obtained from the LSTM models of the three
datasets, under three configurations. The full results of all models
are on our website.1 Column “Config.” shows the evaluated config-
uration instances (i.e., (𝜔, \ )), which are used in both of Marble
and the random strategy. The other columns include the number
1https://sites.google.com/view/marble-rnn
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Table 1: Measures of MDP Models Refinement.

Config. Strategy #Iter. Time (s) #State #Tran. 𝑀𝑆𝐸𝑡 Miss (%)

Q
C

(16, 0.3) Marble 22 60.4 1158 136100 0.04 45.31
Random 43 49.8 3149 168552 0.06 56.68

(16, 0.6) Marble 20 89.4 864 129049 0.05 41.07
Random 31 54.1 2414 164461 0.06 55.59

(16, 1.0) Marble 16 112.6 447 110649 0.07 33.34
Random 25 56.1 1228 157208 0.09 50.47

To
xi
c

(16, 0.3) Marble 23 947.1 3577 859443 0.01 13.73
Random 162 649.6 12997 1147488 0.01 22.68

(16, 0.6) Marble 19 969.8 2083 729806 0.01 11.23
Random 105 763.9 10021 1118550 0.01 20.36

(16, 1.0) Marble 23 834.5 973 604829 0.01 8.34
Random 88 645.4 4782 1028458 0.02 17.44

IM
D
B

(32, 0.3) Marble 31 2849.7 13494 4075323 0.02 25.20
Random 127 805.1 67162 6472855 0.06 49.90

(32, 0.6) Marble 30 2028.7 8344 3900624 0.03 21.89
Random 42 812 53392 6426118 0.06 46.88

(32, 1.0) Marble 26 2385.7 3541 3437900 0.03 16.80
Random 38 812 23510 6032349 0.08 38.88

of iterations taken by the refinement (“#Iter”), the refinement time
(“Time (s)”), the number of states (“#State.”), the number of tran-
sitions (“#Tran.”) in the refined MDP. Further, we examined the
generalization ability of the labeled MDP when applied to the ro-
bustness estimation on the never seen test data, and reported the
percentage of missed transitions in column “Miss (%)” as well as the
𝑀𝑆𝐸 measure in column “𝑀𝑆𝐸𝑡 ”. We refer to a transition as missed
if it is not included in the MDPmodel.𝑀𝑆𝐸 is calculated in a similar
way as when building the MDP model, where we profiled the test
data, obtained the mutation-based robustness, and compared them
with the estimation by the labeled MDP.

The results confirm the advantages of the refinement strategy of
Marble compared with a random-split approach in that: 1)Marble
terminates with less iterations across configurations and datasets.
For the three datasets, the average number of iterations taken by
Marble is 19.3, 21.7 and 29.0, while that by random strategy is 53.5,
118.3 and 69.0. 2)Marble always derives a smaller MDPmodel with
less states and transitions through the refinement. For example,
the average number of states for the 3 datasets is 823.0, 2211.0
and 8459.7, respectively, while that by random strategy is 2263.7,
9266.7 and 48021.3, which are 1.8, 3.2 and 4.7 times larger than
Marble. 3) Marble always derives a better MDP model, which
demonstrates not only a less transition miss rate when dealing with
new samples from the test dataset, but also a smaller estimation
error. For instance, the average miss rate on the 3 datasets is 39.9%,
11.1% and 21.3%, while the random strategy causes larger miss rate
with respectively 54.2%, 20.2% and 45.2%. However, as a trade-off,
Marble takes longer time to complete the refinement. For example,
the average time used is 87.5s, 917.1s and 2421.4s, which are larger
than that by the random strategy, with respectively 53.3s, 686.3s
and 809.7s. This is due to the application of the 𝑘-means, which
better refines the abstract state with robustness estimation.

Finally, we summarize implications on applying Marble to
dataset of different scales and with various configurations. Basically,
under the same configuration, it takes more time and iterations to
complete the refinement of larger dataset and more complicated
RNN models, and the resulted MDP is also larger. Under the same

configuration of 𝜔 , the larger threshold \ is, the less effort it takes
to complete the refinement, resulting in a less complicated MDP,
but with slightly higher estimation error. A coarse MDP often en-
dows better generalization capability when processing new samples,
leading to less missed transitions.

Answer to RQ1:Marble is superior than the random-split
refinement strategy, and can deliver a more accurate abstract
MDP model with smaller size and better generalization ability.
Marble takes less number of iterations but costs slightly more
time to accomplish the abstraction.

5.2 RQ2: Performance Efficiency

In this experiment, we evaluate the time taken to quantify the
robustness over every element of a sample, the efficiency of which
can be highly desirable for real-time monitoring applications. We
present the results of three LSTM models, and full results can be
found on website [5].

For each of the refined MDP, we apply it to estimate the 0-step
robustness of samples in the test data, and report the average time
used per sample in Table 2. Note that we take the total time used to
get the 0-step robustness for every element in a sample, which in-
dicates that the longer the sample, the more time would be used. In
Table 2, the first column shows the dataset and the second column
“Config.” presents the (𝜔, \ ) configurations used to obtained the
MDP, and the time used by the robustness estimation is given in
column “Time (s)”. Overall, the robustness of an input can be calcu-
lated efficiently by Marble, with the time magnitude of thousands
or dozens of millisecond. On average, the three datasets take 0.03s,
0.24s and 1.07s to estimate the robustness of an individual sample.
Larger dataset tends to take more time to finish the estimation.

We compare the scalability and efficiency of Marble with the
state-of-the-art robustness quantification approach for RNNs, i.e.,
POPQORN. However, we cannot comapreMarble with POPQORN
in all models for two reasons: 1) scalability is a major limitation for
POPQORN, which fails to complete on larger RNNs trained from
Toxic and IMDb datasets and 2) POPQORN is model-dependent and
the current released version does not support GRU. Thus, we only
run POPQORN on the LSTM model of QC dataset.

We ran POPQORN on all sentences from the test dataset to
calculate their robustness scores and set a timeout, i.e., 12 hours.
Finally, only the robustness score of 42 sentences are calculated
successfully. On average, POPQORN takes 52.8 minutes to complete
the estimation of a single input.

Answer to RQ2: Compared with POPQORN, Marble offers
better scalability for handling large and complicated models
for accepting longer inputs, and is also efficient in robust-
ness calculation, thus can be applied for real-time robustness
monitoring of larger RNN applications.

5.3 RQ3: Accuracy of the Robustness Measures

Due to the absence of the ground truth on the robustness measure-
ment, it is not possible to gauge the absolute estimation accuracy.
Instead, we inspected whether the locations witnessing worse ro-
bustness is more vulnerable to attack, i.e., to examine relatively
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Table 2: Attack Success Rate and Estimation Efficiency.

Dataset Config. 𝐴𝑆𝑅𝑙 (%) 𝐴𝑆𝑅𝑚 (%) Time (s)
Marble Vs Random Vs POPQORN Marble Vs Random Vs POPQORN

QC

(16, 0.3) 20.24 72.41 35.78 5.76 −50.91 -42.11 0.02
(16, 0.6) 20.00 70.39 34.19 4.40 −62.47 -55.74 0.02
(16, 1.0) 22.71 93.51 52.40 4.24 −63.89 -57.42 0.02
(32, 0.3) 19.83 68.97 33.07 2.67 −77.28 -73.21 0.03
(32, 0.6) 20.10 71.20 34.82 2.57 −78.09 -74.16 0.05
(32, 1.0) 17.74 51.12 19.01 5.40 −53.96 -45.69 0.06

Avg. 20.10 71.26 34.88 4.17 −64.44 -58.05 0.03

Toxic

(16, 0.3) 7.27 143.52 - 2.00 −33.11 - 0.22
(16, 0.6) 8.76 193.59 - 2.29 −23.23 - 0.24
(16, 1.0) 10.24 243.12 - 2.29 −23.36 - 0.21
(32, 0.3) 7.80 161.28 - 2.10 −29.77 - 0.27
(32, 0.6) 10.46 250.47 - 2.24 −25.10 - 0.25
(32, 1.0) 11.74 293.46 - 2.20 −26.30 - 0.23

Avg. 9.38 214.24 - 2.18 −26.81 - 0.24

IMDB

(32, 0.3) 4.76 176.51 - 1.11 −35.35 - 1.09
(32, 0.6) 3.60 109.53 - 1.17 −32.09 - 1.04
(32, 1.0) 4.01 133.26 - 1.06 −38.37 - 0.84
(64, 0.3) 4.04 134.88 - 1.06 −38.37 - 1.25
(64, 0.6) 3.59 108.60 - 1.01 −41.40 - 1.16
(64, 1.0) 2.79 62.33 - 1.16 −32.79 - 1.05

Avg. 3.80 120.85 - 1.09 −36.40 - 1.07

* The ASR differences between Marble and other approaches are examined with Mann-Whitney U test, and the displayed results are
statistically significant with 𝑝 < 0.05.

order the robustness estimations. Worse robustness indicates that
perturbations over that location can easily make adversarial attacks.
We evaluated the effectiveness of the obtained robustness measures
by examining their helpfulness in launching adversarial attacks.
According to the robustness reverted by the quantification tools,
attacking the least robust locations leads to the most efficient attack.
To measure the attack efficiency, we assigned a fixed number of
attack chances to each sample, and calculated the attack success
rate (ASR) over a set of samples, i.e., the portion of samples that are
successfully manipulated into adversarial. Our evaluation was con-
ducted on all the refined MDPs of the LSTM and GRU models, and
with the test dataset. We select two baselines: 1) random strategy
that randomly selects a location to mutate and 2) robustness-guided
attack based on the measurements by POPQORN.

For the QC dataset, since POPQORN is only successfully exe-
cuted on 42 samples, we used the same set of samples to evaluate
the MDPs refined from the QC LSTM model to make a fair com-
parison. Specifically, for each sentence, we performed two sets of
experiments to attack the least robust word and the most robust
word, respectively. We replaced the selected word to one of its
synonyms in a random manner and the attack was claimed to be
successful whenever the prediction result became different.

We repeated the experiments 100 times and report the aver-
age ASR. An overall comparison among these three approaches is
demonstrated as a bar plot in Fig. 4. For each dataset, it displays the
average performance of Marble calculated over all abstractions,
the performance of POPQORN as well as the random attack strategy.
We also present the detailed results of Marble under various con-
figurations in Table 2. The three columns under “𝐴𝑆𝑅𝑙 (%)” reports
the ASR when attacking the least robust locations and the increase

rate of our approach when respectively compared with the random
strategy and POPQORN, while the results of attacking the most
robust locations are under “𝐴𝑆𝑅𝑚 (%)”. Here the ASR values are
averaged over the 100-time executions. The performance difference
is also statistically significant (i.e., confirmed by Mann-Whitney U
test [40] at 𝑝 < 0.05 confidence level).

From Fig. 4, we can see that the random attack strategy makes a
success rate of 11.7%, 3.0% and 1.7%, respectively on the 3 dataset.
Compared with random strategy, Marble achieves higher ASR
(i.e., on average 20.1%, 9.4% and 3.8%) when attacking at the least
robust locations and lower success rate (i.e., on average 4.2%, 2,2%,
1.1%) when attacking the most robust locations. In the best cases, as
shown in Table 2, Marble outperforms the random strategy with
an ASR increase of 93.51%, 293.46% and 176.51%, when attacking
the least robust locations. For attacks on the most robust locations,
the ASR byMarble can be 77.28%, 33.11% and 41.40% less than that
of the random strategy. On the QC dataset, POPQORN achieves
an ASR of 14.9% when attacking the least robust locations, which
is only 27.4% higher than the random strategy and worse than all
the results byMarble. When attacking the most robust locations,
POPQORN still raises a high ASR of 10%, whileMarble only makes
4.2%.

Answer to RQ3: In our evaluation, Marble calculates ro-
bustness more accurately than POPQORN.Marble can also
achieve up to 2 times higher attack success rate than the ran-
dom strategy.
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(c) IMDb dataset.

Figure 4: Attack success rates based on the robustness scores

calculated by different methods.

5.4 Threats to Validity

First, six subject RNN models and a limit set of configurations were
examined for the state abstraction refinement. We have tried our
best to cover a wide range of MSE thresholds, which is an impor-
tant and direct factor influencing the accuracy of the robustness
estimation. Even with this, conclusions drawn on the limited group
of subjects may not generalize to other models and configurations.
Second, for the attacking experiments aiming to evaluate the model
accuracy, the set of samples to be attacked is of a relatively small
size. For QC dataset, to accommodate the scalability of POPQORN,
only 42 samples were investigated. Hence, the comparison results
with POPQORN may lack statistical significance. Finally, random-
ness is hard to be avoided for both the refinement process and the
attacking experiments. The initial cluster centers of 𝑘-means were
randomly selected, thus the state abstraction achieved may vary
between executions. Moreover, mutations were randomly selected
(according to the mutation probability distribution) during the at-
tack procedure. Given a fixed number of chances, whether we can
construct an adversarial sample is non-deterministic. In order to
offset the randomness (to a certain extend), we repeated all the
experiments for five times and reported the average values.

6 RELATEDWORK

Adversarial Attacks on RNNs NLP and automatic speech recog-
nition are the two typical domains where existing RNN robustness
attack applies. To attack NLP models, paper [42] is an early work
to launch adversarial attacks on text classification task with Fast
Gradient Sign Method. Paper [36] provided a technique to locate
important and sensitive words with reinforcement learning. Follow-
ing the similar line, paper [31] proposed to score each word with
an importance metric and leverage word manipulations, including
swap, substitution, deletion and insertion, to generate adversarial
examples for reading comprehension systems. For text classification
models, there have also been works [13, 21] on generating adversar-
ial examples to fool general-purpose sequence-to-sequence models.

For attacks of speech recognition models, research work [26]
presented an approach to generate untargeted audio attacks, while
paper [15] proposed a technique to generate phonetically similar
phrases andmade it possible to generate targeted attacks. Paper [11]

further advanced the adversarial audio generation to produce imper-
ceptible attacks for any given targets and evaluate their approach
on popular model DeepSpeech [2]. The after-mentioned approaches
all reply on gradient-based algorithms, which require the white-
box information on the full parameters of the subject models. A
GAN-based black-box attack generation is designed in [57] with the
demonstrations on textual entailment and machine translation for
untargeted attacks. Analyzing the difficulties of leveraging existing
attacks to RNN through either direct application or transfer attacks
enables to estimate robustness of an RNN against an input.
RobustnessAnalysis ofDNN Instead of answeringwhether there
exists an attack to compromise the DNN, robustness verification
aims to identify the minimum adversarial distortion bound such
that no attack exists with distortion under this lower bound. Exist-
ing works along this direction make some progress to verify the
robustness of FNNs. The minimum adversarial distortion calcula-
tion of ReLU networks is shown to be NP-hard [32]. Therefore,
further works attempt to compute a non-trivial certified lower
bound [9, 48, 54] or to find an estimation of the minimum adversar-
ial distortion [7, 55]. Bastani et al. [7] proposed to encode the DNN
as a linear programming problem, and defined a robustness metric
based on the adversarial examples discovered. This metric depicts
an upper bound of the minimum distortion and also dependents on
specific attack algorithms. In contrast, the CLEVER score [55] pro-
vides an attack-agnostic estimation of the lower bound. Paper [24]
developed the first sound analyzer for DNN with abstract interpre-
tation [16, 17], to automatically prove robustness properties.

To our best knowledge, the only research on the robustness
verification of RNN is POPQORN [33], which proposes a robustness
quantification framework to develop a guaranteed lower bound of
the minimum distortion in RNN attacks. However, it suffers from
scalability issues, which cannot handle hundreds of hidden layers
as demonstrated in our empirical evaluation.

7 CONCLUSION

This paper proposedMarble, a model-based technique for quantita-
tive robustness analysis of RNN-based DL systems. Our evaluation
Marble enables more accurate and efficient quantification of the
robustness of RNNs. In the future, we plan to conduct studies on
the effect parameters 𝑘 (in the 𝑘-step trace-based robustness) on the
robustness quantification and applyMarble on diverse practical
applications, such as image classification and automatic speech
recognition.
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