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ABSTRACT
In this paper, we focus on the problem of enabling vehicles in mo-
bile vehicular ad-hoc networks (VANETs) to exchange information
about traffic and road conditions in a way that makes it possible for
each agent to assess the trustworthiness of the reports received. In
particular, we develop a multi-faceted trust modeling framework
that is designed specifically for VANET contexts, providing for
trust modeling that includes reasoning about time and location and
about agent roles, as part of the overall processing. We demonstrate
the value of our trust modeling framework through simulated traffic
environments, clarifying the importance of distinct elements of our
multi-faceted model. In addition, we comment on the value of our
chosen simulation environment towards future research to support
more effective agent exchanges in VANETs.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence
- Intelligent agents, Multiagent systems; C.2.0 [Computer Com-
munication Networks]: General – Security and protection; I.6.m
[Computing Methodologies]: Simulation and Modeling

General Terms
Algorithms, Design, Security, Experimentation

Keywords
Trust modeling, VANET, Traffic management, Information exchange

1. INTRODUCTION
With the advancement in technology more and more vehicles are

being equipped with GPS and Wi-Fi devices that enable them to
communicate with each other, creating a vehicular ad-hoc network
(VANET). Various studies have established the fact that the number
of lives lost in motor vehicle crashes world-wide every year is by
far the highest among all the categories of accidental deaths [1]. It
is apparent that there is a dire need to enhance passenger and road
safety which is precisely one of the goals of deploying vehicle to
vehicle (V2V) communication systems. Another supporting goal
is to be able to effectively route traffic through dense urban areas
by disseminating up to date information regarding road condition
through the VANET.

Some car manufacturers have already started to fit devices that
will help achieve the goals mentioned above. For example, GM has
rolled out V2V communication in its Cadillac STS Sedans. GM’s
proprietary algorithm called "threat assessment algorithm" keeps
track of the relative position, speed and course of other cars (also
equipped with V2V technology) in a quarter-mile radius and issues

a warning to the driver when a crash is imminent [6]. Similar proto-
types by other car manufacturers are currently in the testing phase,
scheduled to hit the markets over the coming years.

Even though the initial algorithms and protocols that are being
proposed by the car manufacturers are proprietary, it is believed
that the standardization efforts carried out by Car-2-Car Consor-
tium [25] will help to define a common interface for V2V commu-
nication technologies allowing its wide-spread use. Following this,
it is very natural to assume that agent applications will be deployed
whose main goal will be to assist the user in various ways using
V2V communication. One such example is of an agent that gath-
ers road congestion information and calculates the optimal route
from a user’s origin to destination thus bringing utility to the user.
In such a scenario, we can view cars in a VANET as autonomous
agents acting on behalf of their owners thus constituting a multi-
agent network.

The agent would represent the motives of car owners who might
as well decide to behave selfishly every now and then. For exam-
ple, consider a user who instructs his agent to report the roads on
his path as congested with the hope that other agents would avoid
using these roads, thus clearing the path. Therefore one important
issue among others that may arise in VANETs is the notion of trust
among different agents. The goal of incorporating trust is to give
incentives for these agents to behave honestly and to discourage
self-interested behavior. These details are captured through what is
called a trust model. Defined formally, “trust is a belief an agent
has that the other party will do what it says it will (being honest or
reliable) or reciprocate (being reciprocative for the common good
of both), given an opportunity to defect to get higher payoffs" [17].
Here it is important to clarify that our notion of trust always refers
to the trust placed by one agent in another agent which is different
from the trust placed by the user (or driver) in the agent itself and is
beyond the scope of this work. A closely related notion called rep-
utation is defined as the opinion or view of an agent about another
agent that is either directly acquired from the environment or from
other agents and ultimately leads to building of trust [17]. Given the
critical nature of agent applications in the context of VANETs, it is
crucial to associate trust with agents and the data that they spread.

With respect to the general topic area of agents in traffic and
transportation, our research can be characterized most appropri-
ately as focusing on the challenge of enabling autonomous vehicles
to engage in collaborative driving and in intelligent peer-to-peer in-
teractions to enable distributed decision making in traffic.

1.1 The challenges of VANET trust modeling
Modeling trustworthiness of agents in VANETs presents some

unique challenges. First of all, the agents in a VANET are con-
stantly roaming around and are highly dynamic. On a typical high-



way the average speed of a vehicle is about 100 kilometers an hour.
At high speeds the time to react to an imminent situation is very
critical [2], therefore, it is very important for the agents to be able to
verify/trust incoming information in real-time. Second, the number
of agents in VANET can become very large. For example, in dense
urban areas the average amount of vehicles that pass through the
network may be on the order of millions and several thousand vehi-
cles will be expected to be present in the network at any given time.
Also this situation is exacerbated during the rush hours when, for
example, majority of the people commute to and back from work
in a metropolitan area. This may introduce several issues some of
which include network congestion - since vehicles are communi-
cating on a shared channel, information overload - resulting from
vehicles receiving a lot of data from the near-by vehicles in a con-
gested area etc. Hence there will be a need to have intelligent ve-
hicle communication systems that are scalable and can detect and
respond to these potentially hazardous situations by effectively de-
ciding with which agents to communicate [11].

Another key challenge in modeling trust in a VANET environ-
ment is that a VANET is a decentralized, open system i.e. there is
no centralized infrastructure and agents may join and leave the net-
work any time respectively. If an agent is interacting with a vehicle
now, it is not guaranteed to interact with the same vehicle in the
future [5]. Therefore, it is not possible to rely on mechanisms that
require a centralized system (e.g. the Centralized Certification Au-
thority and the Trusted Third Party etc) or social networks to build
long-term relationships.

Also, information about road condition is rapidly changing in
VANET environments, e.g. a road might be busy 5 minutes ago but
now it is free, making it hard to detect if the agent spreading such
information is malicious or not. This also brings out an important
challenge that the information received from VANETs needs to be
evaluated in a particular context. The two key context elements in
VANETs are location and time. Information which is closer in time
and location of an event is of more relevance. We explain this in
more detail in Section 2.

Various trust and reputation models (e.g. [20] and [30]) have
been studied with reference to multi-agent environments, however,
given the unique characteristics of agents in VANETs the existing
models cannot be applied directly. For example, several trust and
reputation models are built around the assumption that the agents
can have multiple direct interactions with other agents and hence
they fail when applied to VANETs, since the interactions between
agents in this environment may be quite sparse.

The main goal of this work is then to develop a framework that
can effectively model the trustworthiness of the agents of other ve-
hicles in VANETs. We propose a novel multi-faceted approach
for modeling trust in VANET environments that incorporates role-
based trust, experience-based trust, priority-based trust and majority-
based trust and that is able to restrict the number of reports that are
received from other agents. Our expanded trust model is aimed
to be decentralized, location/time specific, event/task specific, able
to cope with the data sparsity problem, cumulative in order to be
scalable, sensitive to privacy concerns, and able to support system-
level security. We present the design of this model in detail, clari-
fying how it meets various critical challenges for trust modeling in
VANET environments. We also step through a detailed procedure
of computing trustworthiness of agents and generating effective re-
sponses to information sent by those agents. We finally demon-
strate its value in a simulated vehicular setting. The result is an
important first step towards the delivery of effective intelligent ve-
hicular communication, one that is sensitive to the trustworthiness
of the vehicular agents.

As will be seen, we introduce a framework that is amenable
to dynamically changing networks of agents (a desirable quality
for VANETs, as explained in [19]), in contrast with other trust
models that are designed to operate in more stable environments
(e.g. [27]) or that assume complete knowledge of all the agents in
the system (e.g. [15]). In addition, our inclusion of roles as part
of the trust modeling framework can be seen as an element to over-
come the more typical sparsity of relationships which compromises
an approach to trust modeling relying solely on social networks
(e.g. [29]).

2. EXPANDED TRUST MANAGEMENT
From the discussion in previous sections, it becomes apparent

that no single trust or reputation mechanism can work particularly
well for the challenge of modeling trust effectively for VANET en-
vironments. Instead of just having one or two trust metrics for eval-
uating trust, there is a need to have several different trust metrics
with various key properties in order to capture the complexity that
arises between interacting agents in VANET. We propose that in
order to derive a rather complete and comprehensive view of trust
for agents in VANET we will need to integrate security solutions
(at the system level) for trust management, i.e. secure storage of
role identities for role-based trust in our proposal.
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Figure 1: Expanded Trust Management

Figure 1 illustrates the design of our expanded trust management.
The core of the management is grouped by the dashed rectangle in
the middle. This core consists of two parts. One part maintains
trustworthiness of agents in order for trusted agents (advisors) to be
chosen to ask for their feedback. More specifically, in this part, the
trustworthiness of agents is modeled based on role-based trust and
experience-based trust, which are both combined into the priority-
based model that can be used to choose proper advisors.

Our role-based trust exploits certain predefined roles that are en-
abled through the identification of agents (vehicles). For example,
agents can put more trust in certain agents as compared to others,
i.e. agents identified as law enforcing authorities or owned by gov-
ernment [19]. Our experience-based trust represents a component
of trust that is based on direct interactions. It is in the same spirit of
incorporating evidence from direct interactions into trust calcula-
tion through Interaction Trust as proposed by [8] or the Individual
Dimension of trust in the model as proposed by [23]. Implementa-
tion and formalization of these two trust metrics will be presented
in Section 2.2.

The other part of the core is a majority-opinion approach to ag-
gregate feedback from selected advisors. Detailed procedures for
these processes will be further discussed in Section 2.2. More im-



portantly, our management of trust has several key properties rep-
resented by rectangles around the core in the figure. Our trust
management is aimed to be decentralized, location/time specific,
event/task specific, able to cope with the data sparsity problem, cu-
mulative in order to be scalable, sensitive to privacy concerns, and
able to support system-level security. These properties will be ex-
tensively discussed in Section 2.1, respectively. Note that the prop-
erty of system-level security is mentioned in different places where
we discuss other properties and our model, i.e. secure storage of
role identities in Section 2.1.1, verification of time/location of re-
ported events in Section 2.1.3, and identification of agents’ roles in
Section 2.2.3.

The outcome of our trust management is aggregated feedback
for a certain request/event and an associated confidence value for
it. The aggregated feedback is eventually affected more heavily
by highly trusted advisors. The value of confidence would depend
on the reliability of estimated experience-based trust of each other
agent and the maximum accept error rate for the aggregated feed-
back. In general, a higher value of confidence, i.e. a value closer to
1, would result from considering more evidence or metrics having
high reliability, for a fixed error rate. We can view confidence as a
parameter that adds another dimensionality to the output generated
by the model allowing the agent applications to have a richer no-
tion of trust and finally decide how to react on the reported event.
Our notion of confidence is somewhat tantamount to the notion pro-
posed in [24, 8].

2.1 Key Properties
We provide here detailed discussion of the seven key properties

that our trust management incorporates. These properties guide our
design of the expanded trust management, which can be applied to
the problem of trust management in VANET.

2.1.1 Decentralized Trust Establishment
Models which depend on a central entity for the reliable estab-

lishment of trust are not appropriate for the domain of VANET be-
cause of its highly distributed property. Therefore, we propose that
trust establishment should be fully decentralized to be applicable to
the highly dynamic and distributed environment of VANETs.

Our experience-based trust model makes use of agents’ direct
interactions to update one agent’s belief in the trustworthiness of
another. This one-to-one interaction can easily be implemented in
a distributed manner. Our role-based trust can also be done in a to-
tally decentralized manner among the vehicles themselves. For this
to work, we may involve the car manufacturers, or transportation
authorities to issue certificates at the manufacture or registration
time respectively. A public-private key infrastructure for verifying
each other’s roles can be implemented in a distributed manner. Also
there would be a need to store these certificates and keys in a way
that they cannot be manipulated or tampered with, to archive high
security. To this end, researchers [16] who have done studies with
the goal of securing VANET communications have unanimously
proposed the use of a tamper proof device that stores e.g. the cryp-
tographic keys issued by authorities. If any attempt to tamper the
device is made, the keys are destroyed automatically stripping the
agent from its ability to communicate with other agents thus effec-
tively destroying its means of deriving any utility at all.

2.1.2 Coping with Sparsity
Effective trust establishment should not be contingent upon a

minimum threshold for direct interactions. As we have described
at several places, it should not be expected that an agent in VANET
would possibly interact with the same agent more than once. How-

ever, it is important to clarify here that the trust models should
still be able to effectively take into consideration any data available
from direct interaction (even though it might happen just once).
Thus, in a scenario where the number of agents that are able to
spread information has gone down to the extent that the condition
of information scarcity or a total lack of information is prevalent,
any data might be termed valuable. In the trust calculation, the
weight for the data can be raised in this scenario while it may have
a lower default value, to cope with the data sparsity problem in
VANET.

We also have the role-based trust approach to distinguish trust-
worthy agents from untrustworthy ones to some extent. When an
experience-based trust approach is used, we also introduce the idea
of allowing agents to send testing requests, to deal with sparsity.
The senders of these testing requests basically know the solution
to these requests in advance. Imaging a group of agents driving in
a city from one location to another, they remain in contact range
for a certain period of time. These agents can send testing requests
to each other and evaluate their feedback. Trust between them can
then be established through the experience-based trust in our man-
agement model.

2.1.3 Event/Task and Location/Time Specific
Since the environment of the agents in VANET is changing con-

stantly and rapidly, a good trust model should introduce certain
dynamic trust metrics, capturing this dynamism by allowing an
agent to control trust management depending on the situation at
hand [19, 4]. Here, we separately deal with two particularly im-
portant dynamic factors in the context of VANETs, event/task and
location/time.

Agents in general can report data regarding different events e.g.
car crashes, collision warnings, weather conditions and information
regarding constructions etc. Our trust management should there-
fore be event/task specific. For example, some of these tasks may
be time sensitive and require quick reaction from the agent that re-
ceives them. In this case, this agent can only consult a very limited
number of other agents to verify whether the reported information
is true. In another case, reporting agents having different roles in
VANET may have more or less knowledge in different types of
tasks. For example, a police may know more about car crash in-
formation while city authorities may know more about road con-
struction information. Thus, our role-based trust should be task
specific. One way to implement this in our role-based trust model
is to have a set of events associated with a set of roles of agents
(e.g. law enforcement, municipal authorities). This information
can be used later for an agent to choose particular other agents to
consult regarding a particular event. Our experience-based trust is
also event specific. An agent updates the reporting agent’s trust by
taking into account the type of the reported event. For example,
life-critical events will certainly have more impact on the reporting
agent’s trust.

We also note that location and time are another two particularly
important dynamic metrics. For example, if the origin of a cer-
tain message is closer to the location of where the reported event
has taken place, it might be given a higher weight, relying on the
underlying assumption that an agent closer to the event is likely
to report more realistic data about the event (given that they are
not malicious themselves). Similarly, we can apply this concept to
time. If the message reporting a certain event is received closer to
the time when the reported event has taken place, it might be al-
lowed a higher weight in trust calculation. Another suggestion that
naturally follows from time based trust is that, since the relevance
of data in VANET is highly dependent on when it was received,



it would make sense to assign a decay factor to the message. The
message further away from the time of evaluating trust would be
assigned a lower weight. In other words, we should decay the im-
pact of message relative to the time of the trust evaluation. The
decay factor is somewhat analogous to the time-to-live (TTL) field
used in IP packets.

The first issue that may arise with calculating time or location
specific trust is how to get location and time of the actual event.
We expect that whenever a report regarding an event is generated
to be shared among other agents it will hint to the time at which this
event has taken place, giving us the required time information. Also
we assume that every agent while transmitting the report appends
its location with the report. The next issue is to verify whether the
time and location information contained within a report is real or
spoofed. With this regard, [7] has proposed a method to accurately
estimate the location of nearby agents. However, complete treat-
ment of this issue is beyond the scope of this work. Now the next
task would be to actually use the location/time information in trust
management. In the calculation of subjective reputation as pro-
posed by [23] they use a weighted sum of trust values suggesting
that the weights should be adjusted such that higher weights are as-
signed to the agents closer to the agent which is calculating trust.
In a similar fashion, we can extend their model by instead of defin-
ing the closeness between agents; we define the location closeness
between the actual event and the agent reporting this event. For the
time based trust a similar calculation can be done by modifying the
notion of time closeness as that between the time when the event
has taken place and that of receiving the report.

2.1.4 Scalable
Scalability is an important aspect in trust management in VANET

environments. In our system, each agent consults only a number of
other trusted agents. This number can be fixed or slightly updated
with the changes in, for example, VANET size or the task at hand.
However, it is always set to a value small enough to account for
scalability.

Establishing trust in VANETs using experience-based trust re-
quires each agent to store the history of past interactions with other
agents and to compute their trust based on that information. For
the purpose of being scalable, our experience-based trust model up-
dates agents’ trustworthiness by accumulatively aggregating agents’
past interactions in a recursive manner, similar to [10]. The compu-
tation of our experience-based trust is thus linear with respect to the
number of interactions. And only the most recent trust values are
needed to be stored and used for computation. This design makes
our trust management scalable.

2.1.5 Sensitive to Privacy Concerns
Privacy is an important concern in a VANET environment. In

this environment, the revealing of a vehicle owner’s identity (e.g.
the owner’s home address) may allow a possibly malicious party
to cause damage to the owner. Our trust management makes use
of a public key infrastructure (PKI) allowing agents to authenticate
each other. In our system, when an agent sends a report to another
agent, the sender needs to authenticate itself to the receiver that it
has a certain role. Although these keys do not contain any sensitive
identities of the sender, the receiver may be able to track them by
logging the messages containing the key of the sender. For exam-
ple, the receiver can track the likely home address of the sender by
finding out the route of the sender if the receiver has sufficient in-
formation about different locations that the sender has been to, and
therefore other identities. This issue can be addressed by changing
keys, as suggested in [18]. Each agent in VANET will store a large

set of pre-generated keys and certificates. It will change keys while
sending information to others regarding some privacy sensitive lo-
cations of the sender (i.e. places nearby home), so that others do
not recognize this sender as one of the previous senders that they
have interacted with. In this way, others will not be able to dis-
cover the sender’s privacy sensitive identities, while they will still
be able to keep track of experience with this sender regarding some
insensitive locations of the sender.

2.2 Computation Procedure
In this section, we briefly outline the procedure taken by an agent

to make a decision for a (requested) task/event by aggregating re-
ports about this task from other trusted agents and to update their
experience-based trust values afterwards.

2.2.1 Scenarios
An agent in a VANET environment may actively send a request

to a list of trusted neighboring agents about a task, i.e. weather or
direction information. In another scenario, it may passively wait
for other agents to send reports about an event, i.e traffic or colli-
sion ahead of the agent. Once it receives a report about an event
from another agent, it may trust the information if it has high confi-
dence that the report sender can be trusted. Otherwise, it may need
to verify (double check) if the information given by the sender is
reliable by asking other trusted agents. In both scenarios, the agent
will need to aggregate senders’ reports. Values calculated in this
manner can then be used by the agent to decide whether to believe
a particular report and take corresponding actions. For this purpose,
each agent in our system keeps track of a list of other agents. This
agent updates all report senders’ trustworthiness after the truth of
their reported events is revealed. The above two processes of aggre-
gating reports and updating trust will take into account the context
in general, this agent’s notion of which other agents it is interact-
ing with, the notion of which group the other agents belong to or
the roles assigned to the other agents, the time of reported event
together with the time of message arrival, the relative locations of
the other agents, and the actual contents of the message to evaluate
task/event specific trust etc. Next, we provide detailed description
and formalization of each step in our computation procedure.

2.2.2 Computation Steps
Four elements are incorporated into our overall trust manage-

ment as its core, shown in Figure 1: 1) Experience-based trust; 2)
Role-based trust; 3) Majority opinion (or social network of trust);
4) Priority-based trust. Our computation procedure consists of four
steps.

Step 1: Depending on the task at hand, set a value n = number
of agents whose advice will be considered. This incorporates task-
based trust. For example, if you need a very quick reply, you may
limit n = 2 or 3; if you are planning ahead and have time to process
responses, n could potentially be larger.

Step 2: Using n, construct an ordered list of agents to ask. The
list will be partitioned into groups as follows:

G1 : a11, a12, a13, ..., a1k

G2 : a21, a22, a23, ..., a2k

...
...

...
...

...
...

Gj : aj1, aj2, aj3, ..., ajk


where kj = n.1 This priority list is ordered from higher roles to
lower roles, for example, G1 being the highest role. Within each
1There is no need for each group to have the same number of ele-
ments. We provide here only an simplified example.



group of agents of similar roles, the group is ordered from higher
(experience-based) ratings to lower ratings. Thus, aij represents
the agent in role class i that is at the jth level of experience, relative
to other agents at that level. Hence, role-based trust and experience-
based trust are combined into this priority-based approach. These
two trust metrics will be further discussed later in this section.

Step 3: When an agent requires advice, the procedure is to ask
the first n agents the question, receive the responses and then per-
form some majority-based trust measurement.

Step 3B: The processing of the responses is as follows: if there
is a majority consensus on the response, up to some tolerance that
is set by the asker (e.g. I want at most 30% of the responders to
disagree), then this response is taken as the advice and is followed.
We will formalize this majority-based trust in Section 2.2.5.

Step 3C: Once this advice is followed, the agent evaluates whether
this advice was reliable and if so, personal experience trust values
of those agents are increased; if not, personal experience trust val-
ues of those agents are decreased. Detailed formalization of this
process will be given in Section 2.2.4.

Step 3D: If a majority consensus cannot be reached, then requir-
ing majority consensus for advice is abandoned. Instead, the agent
relies on role-based trust and experience-based trust (e.g., taking
the advice from the agent with highest role and highest experience
trust value)2.

Step 4: In order to eventually admit new agents into consider-
ation, when advice is sought, the agent will ask a certain number
of agents beyond agent an in the list. The responses here will not
count towards the final decision, but will be scrutinized in order to
update personal experience trust values and some of these agents
may make it into the top n list, in this way.

Algorithm 1 is a pseudo code summary of the proposed algo-
rithm. Note that this pseudo code covers the main scenario where
an agent actively requests other agents for advice and does not in-
clude the exploration/testing step (Step 4).

Algorithm 1: Computation Steps

while on the road do
if in need of advice then

Choose n; //number of agents to ask for advice
//according to roles and experience
Prioritize n agents;
Send request and receive responses;
if response consensus > acceptable ratio then

Follow advice in response;
else

Follow advice of agent with highest role and
highest trust value;

Verify reliability of advice;
Update agents’ trust values;

2.2.3 Role-based Trust
Our role-based trust exploits certain predefined roles assigned to

all agents in the system. The underlying assumption here is that
the agents identified by authorities are more closely monitored and
are expected to behave in a certain way. We can also conceptualize
roles as an expected behavior of a certain group or class of agents

2Note that an additional motive for modeling the trustworthiness
of a variety of agents is to be able to learn about these agents for
future interactions, for example in the calculations of experience-
based trust and majority-opinion trust.

where all the agents belonging to a group would behave similarly.
We propose a role-based approach because the expected number
of possible roles and the rules to assign these roles would be very
few in the domain of VANETs and thus can be manually managed
and/or updated by a trusted authority. Note that the concept of se-
niority (expertise in a certain context/task, for instance) could be
incorporated into role-based trust, as mentioned in Section 2.1.3.

To demonstrate our role-based approach, let’s consider a simple
system that recognizes the following four different roles listed in
decreasing order3, i.e. from the highest role to the lowest one: 1)
authority, 2) expert, 3) seniority, and 4) ordinary. Each role level
may also be associated with a trust value Tr ∈ (0, 1) where higher
level roles have larger Tr values. The rules for assigning and au-
thenticating these roles can be structured as follows:

1. Agents representing authorities such as traffic patrols, law
enforcement, state or municipal police etc. assume the au-
thority role.

2. Agents specialized in road condition related issues such as
media (TV, radio or newspaper) traffic reporters, government
licensed and certified instructors of driving school etc. re-
ceive the expert role.

3. Agents familiar with the traffic or road conditions of the area
in consideration, e.g. local people who commute to work
on certain roads or highways or have many years of driving
experience with a good driving record (e.g. taxi drivers), are
given the seniority role.

4. All other agents are considered having the ordinary role.

All agents should possess certificates issued by a trusted certifi-
cate authority for authentication purpose. Note that we need a way
for an agent to tell if another agent is indeed having the role that
he is claiming to have. One possible solution to this problem is to
make use of public-key certificates in an asymmetric cryptosystem
as follows: Each agent should have a public key certificate, which
can simply be a document containing the agent’s name, his role and
his public key. That document is signed by a trusted certificate au-
thority (with the certificate authority’s private key) to become the
agent’s public key certificate. Everyone can verify the authority’s
signature by using the authority’s public key. Now, when agent A
sends a message to agent B, A must sign the message with his pri-
vate key. B then can verify (using A’s public key) that the message
was truly sent by A.

2.2.4 Experience-based Trust
We track experience-based trust for all agents in the system,

which is updated over time, depending on the agent’s satisfaction
with the advice given, when asked. As mentioned in the previous
section, our experience-based trust is cumulative in the sense that
it updates agents’ trust recursively. Thus, only the most recent trust
values and the number of interactions between agents are needed
to be stored in the system, to make the system scalable. We here
formalize the computation of this trust. If we define the range of all
personal experience trust values to be the interval (−1, 1), where 1
represents absolute trust and −1 represents absolute distrust, then

3Our experience-based trust may be helpful for role categoriza-
tion. When agents have sufficient experience-based trust informa-
tion about each other, they may report this information to a trusted
authority (i.e. the transportation department of government). A
mapping between agents’ real-world profiles and their trustworthi-
ness can then be derived for helping categorize their roles.



we can use the following scheme to update an agent’s personal ex-
perience trust value4, as suggested by [26]:

Let TA(B) ∈ (−1, 1) be the trust value indicating the extent
to which agent A trusts (or distrusts) agent B according to A’s
personal experience in interacting with B. After A follows an ad-
vice of B, if the advice is evaluated as reliable, then the trust value
TA(B) is increased by

TA(B)←
{

TA(B) + α(1− TA(B)) if TA(B) ≥ 0,
TA(B) + α(1 + TA(B)) if TA(B) < 0, (1)

where 0 < α < 1 is a positive increment factor.
Otherwise, if B’s advice is evaluated as unreliable, then TA(B)

is decreased by

TA(B)←
{

TA(B) + β(1− TA(B)) if TA(B) ≥ 0,
TA(B) + β(1 + TA(B)) if TA(B) < 0, (2)

where −1 < β < 0 is a negative decrement factor.
The absolute values of α and β are dependent on several factors

because of the dynamics of the environment, such as the data spar-
sity situation mentioned in Section 2.1.2 and the event/task specific
property mentioned in Section 2.1.3. For example, when interac-
tion data is sparse, these values should be set to be larger, giving
more weights to the available data. For life-critical events (i.e. col-
lision avoidance), |α| and |β| should be larger, in order to increase
or decrease trust values of reporting agents more rapidly. Also note
that we may set |β| > |α| by having |β| = µ|α| and µ > 1 to
implement the common assumption that trust should be difficult to
build up, but easy to tear down.

We also incorporate a forgetting factor λ (0 < λ < 1) in Equa-
tions 1 and 2, allowing A to assign less weight to older interactions
with B. This is to cope with the possible changes of B’s behavior
over time. If we define t as the time difference between the current
interaction and the previous one5, the equations then become

T ←
{

λt(1− α)T + α if T ≥ 0,
λ−t(1 + α)T + α if T < 0, (3)

T ←
{

λt(1− β)T + β if T ≥ 0,
λ−t(1 + β)T + β if T < 0, (4)

where we substitute TA(B) by T for the purpose of clarity. The
trust values A has of B will increase/decrease more slowly than
those in Equations 1 and 2 because older interactions between them
are discounted and have less impact on the current trust values.

The number of interactions between agent A and agent B, NA(B),
should also be discounted accordingly. This can also be done re-
cursively as follows:

NA(B) = λtNA(B) + 1 (5)

Note that the experience-based formulae are also valuable to
cope with agents who try to build up trust and then deceive. Once
deception is detected, trust can be torn down quite quickly.

2.2.5 Majority Opinion and Confidence
Suppose agent A in VANET receives a set of m reports R =
{R1, R2, ..., Rm} from a set of n other agentsB = {B1, B2, ..., Bn}
4A “commuter pool” might for instance offer significant experience
5The value of t may be scaled within the range of [0, 1]. This can
be achieved by setting a threshold tmax of the maximum time for
an agent to totally forget the experience happened at the time that
is tmax prior to the current time.

regarding an event. Agent A will consider more heavily the reports
sent by agents that have higher level roles and larger experience-
based trust values. When performing majority-based process, we
also take into account the location closeness between the reporting
agent and the reported event, and the closeness between the time
when the event has taken place and that of receiving the report. We
define Ct (time closeness), Cl (location closeness), Te (experience-
based trust) and Tr (role-based trust). Note that all these parameters
belong to the interval (0, 1) except that Te needs to be scaled to fit
within this interval.

For each agent Bi (1 ≤ i ≤ n) belonging to B(Rj) ⊆ B that
report a same report Rj ∈ R (1 ≤ j ≤ m), we aggregate the effect
of its report according to the above factors. The aggregated effect
E(Rj) from reports sent by agents in B(Rj) can be formulated as
follows:

E(Rj) =
∑

Bi∈B(Rj)

Te(Bi)Tr(Bi)

Ct(Rj)Cl(Bi)
(6)

In this equation, experience-based trust and role-based trust are dis-
counted based on the two factors of time closeness and location
closeness. The summation is used to provide the aggregated effect
of the reporting of the agents.

Note that location closeness Cl(Bi) depends only on the location
of agent Bi while time closeness Ct(Rj) depends on the time of
receiving the report Rj . Ct(Rj) can also be written as Ct(Bi)
because we can assume that each report is sent by an unique agent
in possibly different time.

To consider the effect of all the different reports, the majority
opinion is then

M(Rj) = argmax
Rj∈R

E(Rj) (7)

which is the report that has the maximum effect, among all reports.
A majority consensus can be reached if

M(Rj)∑
Rj∈R E(Rj)

≥ 1− ε (8)

where ε ∈ (0, 1) is set by agent A to represent the maximum error
rate that A can accept. A majority consensus can be reached if
the percentage of the majority opinion (the maximum effect among
different reports) over all possible opinions is above the threshold
set by agent A.

If the majority consensus is reached, the majority opinion is asso-
ciated with a confidence measure. This measure takes into account
the number of interactions taken for modeling experience-based
trust values of reporting agents and the maximum accepted error
rate ε. We define N(Rj) as the average of the discounted number
of interactions used to estimate experience-based trust values of the
agents sending the majority report Rj calculated using Equation 5.
Based on the Chernoff Bound theorem [14], the confidence of the
majority opinion can be calculated as follows:

γ(Rj) = 1− 2e−2N(Rj)ε
2

(9)

3. EXPERIMENTAL EVALUATION
In this section, we present preliminary evaluation of our trust

model. We use SWANS (Scalable Wireless Ad-hoc Network Sim-
ulator, jist.ece.cornell.edu) with STRAW (STreet RAndom Way-
point) mobility model [3]. SWANS is entirely implemented in
Java and can simulate networks with potentially thousands of nodes
while using incredibly small amount of memory and processing
power. STRAW allows to simulate real world traffic by using real



Figure 2: Simulating VANET using SWANS Simulator with
STRAW Mobility Model

 0

 1

 2

 3

 4

 5

 6

 7

 0  20  40  60  80  100

A
ve

ra
ge

 S
pe

ed
 (

m
/s

)

Percentage of Liars

Figure 3: Average Speed of All Cars When There are Different
Percentages of Liars

maps with vehicular nodes that follow rules such as speed limits,
traffic signals, stop signs etc.

We use a map of north Boston, USA. Figure 2 shows a snapshot
of one of our simulation runs. The bold lines are the extracted road
segments from the map. The small rectangles labelled by integers
represent vehicles running on the streets. For all our experiments
we fix the total number of vehicles to 100 and run the simulation
for a total duration of 900 seconds of simulation framework time.
Note that in this paper we only experiment with the role-based
and experienced-based dimensions of our trust model while leaving
more comprehensive experimental evaluation for future work.

3.1 Performance Metric
One of the applications of V2V communication is to be able to

route traffic effectively through the VANET and to avoid congestion
or hot spots. Malicious agents in the network may send untruthful
traffic information, to mislead other agents and cause traffic con-
gestion. We measure the performance of our proposed trust model
by observing to what extent it can cope with deceptive informa-
tion sent by malicious agents. According to [3], we can measure
congestion based on the average speed of vehicles. Lower aver-
age speed implies more traffic congestion. The performance of our
model can then be measured as the increase in average speed of all
agents by incorporating our model under the environment where
malicious agents exist.

3.2 Results
We present experimental results to clearly show the value of dif-

ferent trust metrics integrated in our expanded trust management
and to demonstrate that the combined one is the most effective.
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Figure 4: Average Speed of All Cars When There are Different
Numbers of Authorities
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Figure 5: Average Speed of All Cars When There are Five Au-
thorities

3.2.1 Effect of Liars on Average Speed
In our first experiment, we vary the percentage of malicious nodes

in the environment and measure the change in average speed of the
vehicles in the network (a measure advocated in [3]). We choose
a lying strategy for the malicious nodes where they always lie about
congestion on a particular road segment i.e., report congestion when
there is no congestion and vice versa. We present the results in
Figure 3. As expected, average speed of vehicles in the network
decreases as the percentage of liars increases.

3.2.2 Countering Liars with Role-based Trust
Next we experiment with role-based trust where we introduce

some agents in the environment with the role of authorities as men-
tioned in Section 2.2.3. In our simulation, authorities are assumed
to be always trustworthy. In this experiment, we fix the number
of malicious agents to be 40% and then vary the number of agents
with the role of authority between 0 and 40. These results are pre-
sented in Figure 4. With an increase in the number of authorities in
the environment, the overall average speed of the nodes increases,
countering the effect of malicious agents. This shows the effective-
ness of role-based trust in our model. From Figure 4, we can see
that the average speed reaches a maximum with about 20 authori-
ties. Figure 5 shows that even if we have a small number of agents
with a role of authority in the system, we can still effectively cope
with an increasing percentage of malicious nodes.

3.2.3 Countering Liars with Experience-based Trust
In this experiment, we employ only the experience-based dimen-

sion of trust. We vary the percentage of liars and measure the over-
all average speed of vehicles. As we can see from Figure 6, using
experience-based trust results in an increase in the average speed
of vehicles. This trend is consistent for all percentages of liars in
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Figure 6: Average Speed of All Cars with Experience-based
Trust

 0

 1

 2

 3

 4

 5

 6

 7

 8

 0  10  20  30  40  50  60  70  80

A
ve

ra
ge

 S
pe

ed
 (

m
/s

)

Percentage of Liars

Experience-based Trust + 5 Authorities
5 Authorities

Experience-based Trust
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the system which shows that experience-based trust is able to cope
with the lying behavior of malicious agents.

Note that the performance of our trust model, namely the speed
of vehicles, is averaged over the total duration of only 900 seconds
of the simulation framework time. At the beginning of the simula-
tion an agent does not yet have any experience with other agents.
This explains the model’s moderate performance during this early
period.

3.2.4 Combining Role-based and Experience-based
Trust

From Figures 5 and 6, we can see that even though experience-
based trust results in an increase in the average speed of vehicles in
the network with the presence of malicious agents, role-based trust
does this job more effectively. In this experiment, we combine both
dimensions together and measure the average speed. These results
are presented in Figure 7. As we can see, by combining these two
dimensions we can achieve an average speed which is higher than
when using any one of these two dimensions individually. This
shows that a trust model for agents in VANETs can greatly benefit
by combining several dimensions of trust as proposed in this work.

3.2.5 Coping with Sparsity
This experiment is carried out to demonstrate the property of our

model in coping with the data sparsity problem. In this experiment,
we involve 50 nodes and run the simulation for 300 seconds of
simulation framework time. We reduce the ratio of communication
between nodes. The available data for modeling the trustworthiness
of nodes is more sparse when the communication ratio is lower. As
can be seen from Figure 8, the percentage of detecting malicious
nodes decreases when the ratio of communication is reduced. By
decreasing the value of β, the ability of detecting malicious nodes
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Figure 8: Coping with Sparsity

is increased dramatically6. This indicates that our model is able to
cope with the data sparsity problem by changing the parameter β
to adjust the weight of available data.

The role-based trust in our model is also able to cope with data
sparsity. As shown in Figure 7, with only the experience-based
trust, the performance difference of our model between more and
fewer liars is large. This difference is reduced when the role-based
dimension is also used. The role-based trust reduces the impact
of more liars and therefore is able to begin to cope with the data
sparsity problem.

4. RELATED WORK
Lin et al. [12] have investigated the benefits achieved by self-

interested agents in vehicular network through simulations. They
consider a scenario where agents can achieve road congestion in-
formation from other agents through Gossiping. Two different be-
haviors of self-interested agents are investigated 1) Agents want to
maximize their own utility 2) Agents want to cause disorder in the
network. Simulation results indicate that for both behaviors, self-
interested agents have only limited success in achieving their goals,
even if no counter measures are taken. However, the authors real-
ize the need to take these preliminary results to more complex and
potentially more damaging scenarios that may arise in VANETs.
They also identify the need to establish trust in vehicular ad-hoc
networks through distributed reputation mechanisms, motivating
our work. In contrast to the traditional view of entity-level trust,
Raya et al. [19] propose that data-centric trust may be more ap-
propriate in the domain of Ephemeral Ad Hoc Networks such as
VANETs. Data-centric trust establishment deals with evaluating
the trustworthiness of the data reported by other entities rather than
trust of the entities themselves. Even though there are some com-
monalities between our approach and theirs, for example, they also
propose the use of task/event specific trust metrics as well as time
and location closeness but we combine these metrics in a funda-
mentally different way taking the traditional view of entity-level
trust instead of data-centric trust. One of the shortcomings of their
work is that trust relationships in entities can never be formed, only
ephemeral trust in data is established, and because this is based on a
per event basis, it needs to be established again and again for every
event. This will work so long as there is enough evidence either in
support of or against a specific event, but in case of data sparsity
we believe our model would perform better. We leave a detailed
comparison between these two models for future work.

6The absolute value of β in Equation 2 reflects the weight placed
on available data. Since −1 < β < 0, decreasing the value of β
will increase its absolute value, and the weight of data will also be
increased.



Dotzer [4] has suggested building a distributed reputation model
that exploits a notion called opinion piggybacking where each for-
warding agent (of the message regarding an event) appends its own
opinion about the trustworthiness of the data. They provide an al-
gorithm that allows an agent to generate an opinion about the data
based on aggregated opinions appended to the message and vari-
ous other trust metrics including direct trust, indirect trust, sender
based reputation level and Geo-Situation oriented reputation level.
This last trust metric allows their model to introduce some amount
of dynamism in the calculation of trust by considering the relative
location of the information reporting node and the receiving node.
Additionally, the situation oriented reputation level allows a node
to consider certain situational factors e.g. familiarity with the area,
rural or metropolitan area etc. again introducing some dynamism
in trust evaluation based on context. Our model has direct trust
in the form of experience-based trust, indirect trust in the form of
role-based trust. Furthermore, we also use location closeness in our
model that is similar to Geo-Situation oriented reputation level in
their model. However, we provide an algorithm to combine, for ex-
ample, experience-based and role-based trust into a priority-based
trust, at the same time taking the majority opinion into account.
This way of combining these different metrics is a novel feature of
our model and is tailored specifically for the domain of VANET.
Additionally, our model does not rely on introducing opinion pig-
gybacking in message passing and the associated algorithms to gen-
erate and aggregate opinions at each individual node.

Golle et al. [7] present a technique that aims to address the prob-
lem of detecting and correcting malicious data in VANETs. The
key assumption of their approach is in maintaining a model of
VANET at every node. This model contains all the knowledge that
a particular node has about the VANET. Incoming information can
then be evaluated against the agent’s model of VANET. If all the
data received agrees with the model with a high probability then
the agent accepts the validity of the data. However, in the case of
receiving data which is inconsistent with the model, the agent re-
lies on a heuristic that tries to restore consistency by finding the
simplest explanation possible and also ranks various explanations.
The data that is consistent with the highest ranking explanation(s)
is then accepted by the node. The major strength of this approach is
that it provides strong security against adversaries that might even
be highly trusted members in the network or might be colluding
together to spread malicious data. The approach that we present in
this paper is orthogonal to their approach. In particular, we do not
aim to detect and correct malicious data in the network, instead we
want to detect the entities (agents or cars) that are generating this
malicious data, establishing trust or distrust in the entity itself. This
allows an agent to avoid an interaction with a distrustful agent in
future.

A number of researchers have proposed trust and reputation mod-
els with role-based approach and the notion of confidence [19, 24,
14]. In particular, [9] introduced FIRE, a framework that integrates
direct trust and role-based trust, in which the direct trust model
of [23] is proposed as the method for capturing this element of the
overall calculation, with some adjustment to consider more care-
fully the decay of trust values over time. In contrast, our model
incorporates role-based trust and experience-based trust, which are
combined using a priority-based approach, together with majority-
based trust to aggregately evaluate the trustworthiness of agents
while taking into consideration the important properties specific to
VANET environments.

5. CONCLUSION AND FUTURE WORK
The question of placing trust in the data received from other

agents in VANETs can potentially become a question of life and
death. The success of deploying VANETs, therefore, is contin-
gent upon the success in establishing effective methods of trust es-
tablishment [12]. In this work we started by discussing some of
the key challenges to modeling the trust of agents in VANET en-
vironments followed by identifying the areas where the existing
trust models in the domain of multi-agent systems are lacking in
their applicability to VANETs. We then presented our expanded
trust model for agents in VANETs. Our model is a novel integra-
tion of several trust metrics, including role-based trust, experience-
based trust, priority-based trust, and majority-based trust. It is also
important to note that our expanded trust is decentralized, loca-
tion/time specific, event/task specific, able to cope with the data
sparsity problem, cumulative in order to be scalable, sensitive to
privacy concerns, and able to support system-level security. Exper-
imental results demonstrate that our approach works effectively for
the domain of VANETs.

For future work, we plan to explore various extensions to our
current model. One interesting topic to explore is how to make use
of a “commuter pool" – a set of agents that travel the same route
with some regularity, as mentioned in Section 2.1.2. This would
provide a social network where trust may be built up and frequent
encounters may occur. This scenario would heighten the value of
experience-based trust as part of the model.

Considering effective modeling of location information could
also form an important thread for future research, due to its role
in the calculation of majority-based opinion. For example, to avoid
spoofing of location information, independent methods for vehicle
tracking may need to be incorporated. We may also explore how to
integrate incentives for drivers to opt into honest location reporting
(e.g. as a precondition to receiving information from other vehi-
cles).

To cope with various malicious attacks in general is another in-
teresting topic of research. Collusion is notoriously difficult to ad-
dress, but individual vehicles that are misreporting may possibly be
detected due to differences with other vehicles, through our major-
ity opinion algorithm. The case where agents fail to report events
is also an interesting one to explore, for future research. If loca-
tion tracking information becomes more prevalent, failure to report
a life critical event at that location may be independent reason to
decrease trustworthiness; vehicles in special roles (such as police)
would likely serve to confirm the presence of such a life critical
event. Current models of trust and reputation in multiagent systems
have focused more on evaluating the trustworthiness of information
that has been received, rather than considering the lack of reporting.
Perhaps some new ground in trust modeling would be introduced
by this research.

For future work we also plan to expand our experimental evalua-
tion to include more complex scenarios where we test the effective-
ness of other components including event/task and location/time
specific components. Approaches such as that of [22] or of [21]
may be particularly valuable to consider, as they propose methods
to also be context-sensitive when modeling multidimensional trust.
Furthermore, it is also important to measure scalability of our trust
model with an increasing number of agents in the system. In fact,
increasing the number of vehicles in our simulations may also pro-
vide additional insights into how best to set the value of n in Step
1 of our algorithm. We could also experiment with different set-
tings in our experimental evaluation, for instance allowing nodes to
randomly lie about congestion on a road.

We could also consider a scenario where more than one agent
(vehicle) in VANET forms a coalition with other agents to achieve
a common goal. For instance, one such goal could be to cause



mayhem in the network which can be attributed to vandalism or
terrorism [12]. The consequences can be very critical and might
end up claiming many lives. Future experimentation could also
include cases where life critical events such as accidents are at play.
In these cases, some kind of authority should be involved and this
can serve to keep the other vehicles on the road honest in their
reporting. A false report would differ with that of the authority.
These experiments would therefore provide greated insights into
the value of our concept of role-based trust.

As a final thread for future research, we may investigate the
approaches of other authors who are also concerned with the is-
sues of scalability and privacy that we are interested in addressing
within our model, in order to determine new directions, for exam-
ple, a position-based clustering technique for communication be-
tween agents as proposed in [28]; preserving the privacy of an agent
through the use of proxies in peer-to-peer data sharing as in [13]
which suggests that proxies may provide valuable masking of the
identity of an agent, as long as they are trusted.
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