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ABSTRACT
As the World Wide Web matures, it makes leaps forward in
both size and complexity. In this expanding environment,
the needs and interests of individual users become buried un-
der the sheer weight of possible viewing choices. To counter
this, there has been a rise in research in adaptive websites, a
combination of data mining, machine learning, user mod-
elling, Human Computer Interaction (HCI), optimization
theory and graph theory which seeks to sift through the
tides of possible pages to provide users with a high-quality
stream of information.

This paper provides a description of adaptive website re-
search, including the goals aimed at, the challenges discov-
ered and the approaches to solutions.

1. INTRODUCTION
In order to cope with an ever-increasingly large and com-

plex World Wide Web, there is a demand for intelligent tools
and structures which can simplify the experience and make
navigation of the sites easier for users and yet maximize the
quality and completeness of the experience. These tools and
structures should provide sufficient intelligence so that one
can sense the environment, perceive and interpret the sit-
uations in order to make decisions and to control actions.
From our point of view, this is possible through the inte-
gration of techniques from multiple disciplines and research
areas.

One reasonable approach is to combine artificial intelli-
gence, user modelling, graph theory, and information min-
ing techniques to create websites and website browsing tools
which are adaptive. Adaptive refers to the ability of the web-
site or tool to change its behaviour or responses in reaction
to the way it is used.

An adaptive website should have the ability to recognize
users and events, to reason about, and plan for the future.
Web logs are the main source of user behaviour data used
to continuously tune and adapt the site to it’s users. Adap-
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tation may be done in the form of temporarily altering text,
links or page format. Creating new pages and adding or re-
moving links are also possible permanent adaptations that
may be considered.

Although adaptive web technologies belong properly as a
subset of the field of adaptive hypermedia, the rapid growth
of the World Wide Web has magnified its importance and
prevalence to the point where it currently overshadows the
larger field. This paper focuses on issues and technologies
specifically relating to the Web, mentioning those that be-
long to the larger field only for historical reasons or when
there are useful abstractions or generalizations.

The broadest definition of an adaptive website is a website
which changes based on the way it is used [46]. Changes can
take on many forms (as described in section 3), may either
be immediate (as in the case of recommendation systems) or
gradual (as in the case of systems which suggest changes to a
website administrator). An adaptive website technique may
apply to smaller, closed-corpus websites, where the entire
site is known in advance, or to the Web in general, where
it is virtually impossible to know all the web pages even
casually1. In the latter case, we might describe it as an
adaptive web browsing tool rather than an adaptive website.

Along with the development of technology, websites are
becoming more and more popular and convenient to provide
broad information. Websites are used in diverse systems,
such as educational systems (for example, the ELM-ART II
system [53]), on-line information systems, on-line help sys-
tems, information retrieval systems, and e-commerce sys-
tems [9]. However, problems occurred along with the broad
use of the websites and could be described as following:

1. In the rich link structure of a hypermedia application,
users can easily get overwhelmed and become unable
to navigate effectively; this is referred to as the “lost-
in-hyperspace” problem.

2. Websites provide (from the user’s point of view) rela-
tively static content and are viewed by diverse users.
This may cause difficulty for those who have less back-
ground, be redundant for those who already know the
information, or be uninteresting for others. This is re-
ferred to as the ‘one-size-fits-all’ nature of non-adaptive

1One coverage estimate in 1998 for public search engines [35]
suggested that no more than approximately a third of all of
the Web was indexed by any one search engine. With the
rapid turnover and continual exponential growth of the Web,
this seems unlikely to improve.



websites.

This paper is organized as follows: in Section 2, the de-
sired goals that adaptive web site research seeks to satisfy
and the challenges that are inherent in these goals are pre-
sented; Section 3 describes some of the ways in which adap-
tations may be carried out; in Section 4 some of the current
approaches researchers are taking are given; subsequently,
some of the more prominent or interesting implementations
are described in Section 5. Finally, the conclusions of the
present study are summarized in Section 6.

2. GOALS AND CHALLENGES

2.1 Goals
In order to discuss the goals of an adaptive web systems,

it is necessary to describe the kinds of users this system
must satisfy. In any website, consumers of the services can
usually be categorized into the following three groups:

Individual Users: These are individual users who receive
individualized recommendations based on their own
personal interests and activities.

User Groups: Users who are like-minded and receive gen-
eralized recommendations based on what others of their
group are interested in or actively pursuing.

Website Operators: Administrators, content owners and
sponsors form a different group of users which might be
satisfied by an adaptive system. This group receives
analytical information about the way the website is
being used, to determine if it is being used as intended.

To satisfy these users, there are a number of general goals
which should to varying degrees be satisfied. These include
personalization, recommendation, selection and usage anal-
ysis.

Personalization: In order to make an adaptive website
more effective for individual users, it should reflect
their own interests, needs, knowledge background, or
goals. This process of reflection and alteration is called
personalization. It is done through combined use of
various technologies (collaborative filtering and profil-
ing, for example) and web visitors’ information to per-
sonalize interactions between a web server and each
individual visitor. Personalization’s primary objective
is to tailor (alter) the site in order to accommodate a
customer’s stated needs using information either pre-
viously obtained or provided in real-time about the
visitor.

Recommendation: To address the problem of users lost
in the overwhelming number of possible web pages,
adaptive websites may choose to provide a shortlist of
recommendations which contains links to the most rel-
evant, most important or most accurate pages for that
user. One of the forms of recommendation could be
“path-shortening”, where a probable eventual destina-
tion that a user will want to visit is listed as a link
earlier. This attempts to make more relevant eventual
links available earlier to a user, removing the need for
the user to navigate through intervening pages.

Selection: This refers to the selective removal or inclusion
of items from a larger set of items based on some crite-
ria or rules. In adaptive websites, sections from a web
page might be filtered (for or against).

Usage Analysis: It is a difficult task to determine if a web-
site is “effective” in performing its function, such as
determining if an e-commerce leaves people lost or if
pages with related information on a particular site are
difficult to navigate between. The analytical side of an
adaptive website may provide a way to measure and
improve this effectiveness by automatically suggesting
relevant information and pages to users, measuring the
way the website is used and suggesting changes to the
site to administrators which should improve the users’
experiences.

User’s interests can be identified from the pages they
visit and the amount of time they spend on them. Re-
visiting a certain page and spending more time on it
may be considered an indication of strong interest in
that page [36].

2.2 Challenges
The environment in which an adaptive web system oper-

ates presents certain challenges which impact their feasibil-
ity and performance.

2.2.1 Lack of Information
In order to decide if an adaptation should take place, the

system has to have data of various kinds. Such data may
include website structure, website content, user profiles, and
website usage data.

In most cases, data is rather sparse, or a great deal of
interpretation must be done to turn it into actually useful
information.

Website structure: The way that the website is physi-
cally laid out can be useful toward understanding us-
age behaviour and interpreting system suggestions. Fur-
thermore, the semantic information about the reasons
why the structure exists in the way that it does may
also inform the system [28]. In closed-corpus systems,
it is possible to know this in detail, but in Web-spanning
systems this information is not immediately available,
and retrieving it fully is an enormous problem of scale
(and may not even be possible). Note that an addi-
tional problem occurs when one considers the change-
ability of web pages: the website structure is easily
changed, and is subject to change over time.

Website content: The content of web pages themselves
is essential toward determining particular topical in-
terests and understanding the relationships between
pages [39, 26] , but suffers even more greatly from the
problems of scale, availability and changeability.

User data: Information about the people using the system
can help in understanding their interests, or in finding
common groups of users which share interests. User
profiling is a technique by which user data is gathered
from one or more sources, processed and analyzed in
order to better understand a user’s characteristics and
browsing trends. User profile data may be gathered



from the client side, server side or from a proxy, ei-
ther through direct interview or through observed be-
haviour such as purchases or dialogue acts [54]. The
data may be categorized as demographic, behavioural,
attitudinal or click stream data [31]. There are really
two types of user data: those that describe individuals
and those that describe groups of users.

Each individual user profile is based on contextual rele-
vance observed during the user information access [37].
Information may include demographics, goals and in-
terests, browsing behaviour patterns, browsing capa-
bilities, shopping behaviours, connection speed and
type, and human relationships.

One of the key problems with user information is the
difficulty in obtaining it, and another is the difficulty
of verifying the veracity of the data [6]. It has been
suggested that users are neither interested in providing
this information, nor are they necessarily even willing
to provide it for privacy concerns [30].

Website usage data: Perhaps the most important data
set is the recording of interactions of users with the
website, in other words, the way that the website is
used. This data set may be described in terms of
simple page views, transactions (which are “signifi-
cant” events, and may combine multiple page views),
and sessions (which are a combination of page views
or transactions that together represent an individual
users’ experience) [16]. In addition to the simple se-
quence of events, information about time of access and
frequency of access is also useful.

This is by far the most abundant collection of data,
provided primarily by web server logs. It is, however,
perhaps the least informative on its own; without the
identification of individuals and some concept of the
structure of the website, it is difficult to derive much
useful information out of this data.

2.2.2 Measurement
In order to assess the effectiveness of adaptive website

technologies, one has to create measures to examine the im-
pact and quality of the adaptations performed or suggested.

While there are a large number of metrics which measure
the Web (see [20] for an extensive treatment of many of
them), or seek to describe user behaviour [43], these mea-
sures are far from absolute. In each case, the assumptions
in the models used (see Section 4.2) greatly colour the per-
ception of the meaningfulness and significance of the metric.

2.2.3 Impact on User Experience
When adaptation takes place, there is by definition some

changes which are made to the website, perhaps to the con-
tent of the pages, the structure of the site or the links which
are presented to the user.

Since the website is changing, it is important to consider
the impact that making such a change would have on the
user’s experience, and avoid or modify changes in light of
how the experience should be maintained. For example,
in a website which has a highly visual layout, the addition
or removal of links may have a disastrous effect on that
layout; even the modification of the colour of the links or
the augmentation of link icons might confuse the user as
to what links they had visited already as opposed to which

links they have yet to visit [10]. In another case, while there
may be a large number of links which are deemed relevant
to a particular user, some subset of these must be chosen
to avoid overwhelming the user and putting them back into
the “lost-in-hyperspace” situation. In yet another example,
the adaptation of content may confuse or disorient a user, as
the location of familiar items may be radically altered based
on the system’s perceived shift in interests.

This is an outstanding problem which is rarely addressed;
it is an issue falling primarily into the realm of the study of
HCI, and is usually treated as a secondary problem to the
determination of when to adapt.

2.2.4 Changing Interests
While different users may have different interests, a single

user’s interests also may change over time such as short-
time interest under a certain situation and long-time inter-
est which reflects the real interest of a user [38]. Some users
may want information about a specific topic after they ex-
plore different kinds of information. On the other hand,
some users may need wider background knowledge after they
study a specific topic. Along with the changes of the en-
vironment, a user’s interest in a particular area may wax
and wane. These and other reasons may cause changes in
a user’s interests, which may happen abruptly and rapidly
(concept shift) or gradually and slowly (concept drift) [34].
Ideally, adaptive web systems should be able to adapt to
such interest changes.

Additionally, a user’s interests may not simply change,
but things which interested a user in the past may become
interests again at some future point. So, in addition to some
form of interest forgetting, which represents a shift over time,
there is also the idea of interest remembering, where old in-
terests may reappear [32]. (For more information about ap-
proaches to dealing with changing interests, see Section 4.5).

2.2.5 Indirect Users
Similar to the problem of concept shift is the problem of

indirect users. In the web environment, the immediate user
is the person who is directly typing in requests, viewing
web pages or searching the web. However, particularly in
e-commerce situations, that user may actually be acting on
behalf of someone else; that someone else may be called
an indirect user. This suggests that an interest or activity
profile built for one user should be partitioned into things
which represent that direct user, and things which represent
one (or more) indirect users [31].

2.2.6 Authoring
In addition to the tools which analyze actions and perform

adaptations there is the issue of creating tools and method-
ologies which assist website developers and maintainers in
the creation and modification of a website which is conducive
to being adaptive [56].

2.2.7 Semantically Related Information
In many cases, we are trying to deal with data which is

semantically related, such as web pages which contain the
same type of information, users to whom we want to provide
recommendations described by their interests, or the impli-
cation of a link placed from one page to another implying
some sort of similarity, authority or other relationship (such
as explicit browsing path). However, semantic information



processing is really in its infancy, and is generally inefficient
and limited. “Pure” information theory approaches, such as
TFIDF, are generally unable to work on synonymous (but
not physically similar) terms. This limits the effectiveness
of any system built on such techniques. (For more detail
of TFIDF and other information similarity measures, see
Section 4.4.)

2.2.8 Incorrect/inaccurate Modelling
Since the system is trying to draw conclusions and com-

mon features from a less-than-precise body of information,
it will on occasion have considerable difficulty in reaching
accurate or even at all correct generalizations. If there is
no way to inspect the decision process made in reaching
conclusions and potentially correcting them, there could be
disastrous results, with the system generating entirely inap-
propriate suggestions (as in the case of a TiVo gone wild
in [58]).

2.2.9 Lack of Negative Feedback
When examining a user’s browsing behaviour it is diffi-

cult to determine whether a particular page visit should be
considered a positive, negative or indifferent experience for
the user. Some systems introduce a feedback mechanism to
allow the user to rate their experience, while others cluster
the similarity of the user’s transactions to differentiate be-
tween those pages to which the user was merely exploring
and those which the user actually found interesting [48].

Similarly, the idea of backtracking suggests that “visitors
will backtrack if they do not find the page where they expect
it” [50]. In this case, care must be taken to interpret this
appropriately: was this a case of the user exploring to find a
particular target, or was this a normal browsing behaviour?

On the other hand, some approaches, such as Bayes’ the-
orem and k -nearest neighbour algorithm, have been used to
deal with only positive evidence by employing a notion of
similarity or distance [48, 49].

2.2.10 Caching
To improve the throughput of website delivery, several

layers of caching have been introduced into the Web brows-
ing experience. By definition, this means that not all pages
that the user sees are actually requested each time. Because
of this, log information from a web server will not necessar-
ily have a complete record of the user’s browsing behaviour,
and any system which hopes to analyze the records in order
to deduce common behaviour patterns will have to deal with
this issue in some way.

One approach to solving this problem is the path comple-
tion algorithm, which attempts to identify when pages are
missing and insert these missing pages into the session [51].
In this case, it is often assumed that the link structure of the
website is already known, thus the discovery of the cached
pages can be made by looking for cases where explicit links
between two consecutive views (or transactions) do not exist
in the structure. This approach is closely related to the idea
of backtracking described in the previous section [50].

2.2.11 Noise
In all statistical and machine learning systems, noise in

the input data is a factor. This is no less a case with adaptive
systems. Noise in this case can come from robots and spiders
visiting the site generate uninteresting usage behaviours,

or from inaccurate, incomplete or unjustified observations
about users (including demographic information that users
provide about themselves). In each case, decisions must be
made about the pre-processing of the data to handle the
noise, perhaps by dropping records, filling in missing data,
or massaging data [16].

The caching problem above can also be considered a form
of noise, where instead of random or irrelevant information
being added to the log, important and useful information is
“randomly” removed.

2.2.12 Privacy
Adaptive systems which capture information about users

in order to build a profile about them can be viewed as an
impingement on personal privacy by some users. This issue
is a social one and not a technological one, but does im-
ply that the results of a user model that describes a user
or group of users should be treated carefully and not casu-
ally. Privacy laws may restrict both the content of personal
user data and the methods that may be used for processing
them. Furthermore, Web systems normally face customers
from all over the world. In this case, the fact that different
countries have different privacy laws may need to be taken
into account in user modelling [30].

3. TARGETS FOR ADAPTATION
The heart of an adaptive web system is its ability to

change in response to the way it is used. This section de-
scribes the kinds of changes that such a system may perform.
It should be recognized that the content, presentation and
links of a web page are closely related, so there is bound to
be crossover between these categories.

3.1 Content
One of the basic modifications that might be made is to

change the content of the web page, based on the model
that the system has been able to deduce about the user [31,
10]. Content might be added to or removed, or it might be
simply rearranged [21]. These modifications might be done
to accomplish several things, including the following:

Optional explanations: Additional explanations might be
presented (or removed) to complement a user’s pre-
sumed background knowledge in the subject [31].

Optional detail: Additional detailed information might be
added or removed to pages depending on a user’s per-
ceived interest in the topic [31].

Personalized recommendations: Particularly in the e-
commerce world, recommendations for offers or prod-
ucts in which the user might be interested may be pre-
sented. In other websites, this would include putting
links to other conceptually-related subsections that the
user might find interesting [31].

Optional opportunistic hints: Hints to understanding or
discovering information might be added based on the
users’ interests and on current circumstances [31].

Substitution of content: Depending on the perceived
browser capabilities or user interests, content of one
type may be replaced with equivalent content of a
lesser or greater browser requirement. For example,



an image of a map might be replaced with a textual
description of the map for users who are visually im-
paired and using a text reader, or a video might be
replaced with a still picture with a link to the video
for a user whose actions (or preferences) indicate a
low-bandwidth connection [22, 44].

3.2 Presentation
In addition to modifying the content of the page, one can

also change the way it is presented in order to serve a user.

Page variants: Different versions of all possible adaptive
variations may be stored in the system, and the partic-
ular page selected at run time [31]. One common case
where this is done is for multi-lingual websites, where
a version for each web page translated into each lan-
guage is stored, and then selected based on the user’s
language preference.

Fragment variants: Similar to the technique of page vari-
ants is this technique, this technique stores content
fragments (or atoms) and selects the appropriate frag-
ments at runtime, assembling them into a static page
when needed [31]. This technique can readily be seen
for any site which has easily separable atoms of con-
tent, such as news sites [3].

Fragment colouring: This technique colours fragments to
highlight which ones are important and de-emphasize
those which are irrelevant. In this case, the content of
the pages is the same for all users; this avoids the prob-
lem of an incorrect characterization of a user having
too negative an impact on their experience [31].

Adaptive natural-language generation: Similar to the
example of page variants where multiple copies of a
page are stored and retrieved when needed, this gener-
ates alternative text descriptions for different users [31].
A similar technique can be seen in online page trans-
lators such as Altavista’s Babel Fish [1].

3.3 Links
Adaptation of navigation realizes adaptation by changing

the links of the system [31, 10]. This adaptation speeds up
the search for a particular page and helps to avoid the prob-
lem of users lost in hyperspace. There are several techniques
to realize adaptation of navigation such as:

Direct guidance: This technique provides a user with a
dynamic link, usually a “next” button, linking to the
node which the system predicts to be the best for the
user. It is the most simple technique for realizing adap-
tation of navigation [9, 10].

Link sorting: This technique first selects the most relevant
pages based on the users’ interests or goals, then sorts
them based on their relevance, finally presenting them
to the users as an ordered list of hypertext links. The
most relevant link is always presented first, but if the
user is not happy with this link for some reason, he
or she can try the second and the following suggested
links [31, 10]. However, this technology has two prob-
lems: it is hard to use for indexes and content pages,
and and it cannot be used with non-contextual links

and maps. The order of links may also change fre-
quently as the user visits pages, possibly contributing
to a user’s disorientation [9].

Link hiding: This technique hides links that are not rele-
vant to the users’ interests or goals [31, 10]. The links
are hidden by making them look exactly like the sur-
rounding text. This produces the appearance of less
links and less confusion, and should speed up naviga-
tion. Furthermore, this technique can be used with
all kinds of links indicating non-contextual, contex-
tual, index and map links; it is more transparent to
the user and is more “stable” than adaptive link sort-
ing [9]. However, the real structure of the system does
not change because the link still exists even though the
user cannot easily find it. This change is only tempo-
rary, lasting only for that page view.

Link removal: This technique removes the link entirely
from the document, leaving behind only the plain an-
chor text or image [19]. With this technique, the link
is not available, and the user cannot follow it.

Link disabling: This technique disables irrelevant links [31].
This is similar to adaptive link hiding, but this tech-
nique removes the link but leaves the visual appear-
ance of the link nearly untouched. This allows the
removal of links which are presented inline in para-
graphs, for example, without disrupting the text itself.

Link annotation: This technique uses different symbols,
such as icons, colours, font sizes, or font types, to in-
dicate relevant extent of the links [53, 9, 27, 10]. This
technique can easily simulate link hiding and link re-
moval by using special fonts, font styles, or colours [52],
instead of hiding or removing irrelevant links. More-
over, this technique can avoids the “lost-in-hyperspace”
problem caused by link hiding and link removal [9].

3.4 Structure
It is also possible for an adaptive system to modify the

long-term structure of the website in a “permanent” fashion,
rather than the per-request temporary fashion suggested
above. Usually, the final decision to add or remove a page
or atom should be ultimately made by some human admin-
istrator, but the indication of whether it should be added or
dropped can be made by the system. In this way, the adap-
tive system can be viewed as a tool to help the administrator
measure the effectiveness of a website.

Several indications may be given by the system, including:

New index pages: Based on the perceived common view-
ing patterns of a group of users, the system might sug-
gest new index pages which capture links which serve
as a central point to support that group [47].

Measurement of use of a set of pages: By generating
statistics about commonly viewed pages and subsets of
pages, the administrator will be more informed about
whether the viewing pattern matches their expecta-
tions. Pages which should be included in some groups
might actually be omitted, indicating that those pages
are incorrectly promoted or linked, for example.



Permanent new link suggestions: The system might sug-
gest that certain links between pages be made perma-
nent for similar reasons to the suggestion above that
they be added for individual page views.

While the adaptation of links might also be seen as the
adaptation of the structure of a website, such adaptations
are of a short-term time period and have little lasting impact
on the website beyond an individual browsing session. Also,
normal, short-term adaptations cannot change the form and
structure of image maps, which would require a human ad-
ministrator to accomplish [9].

4. APPROACHES AND TECHNOLOGIES
This is a cross-section of some of the most common or

promising techniques. It is meant to be illustrative, not
exhaustive.

4.1 Development and Authoring Support
There are, at present, few attempts to produce standards,

as the problems are not yet well solved. One such approach
is the AHAM model [55, 56], which lays out the common
components of a system (described above in the next sec-
tion). [16] also describes the sequence of steps involved in
general in performing adaptations. The steps are, roughly,
as follows:

Data capturing: This is an ongoing activity, but most sys-
tems suggest that the bulk of this data is collected in
large batches, rather than bit-by-bit. At this step,
there are issues of what data to capture, how the data
may be captured, and storage of the captured data to
decide upon, as well as some issues of handling noise,
accuracy and privacy.

Data cleaning: Also called pre-processing, this is possibly
the most important step, as it attempts to transform
the somewhat mushy log data into stronger, more com-
plete, more usable information. It also will likely in-
volve cleansing the data to protect privacy as well as
drawing in additional information (such as web site
data, permanent user data, etc) to make the raw cap-
tured data more informative.

Discovering users, sessions and transactions: This is
the identification and separation of the stream of data
into discrete users, sessions of activity for those users,
and “significant” transactions for each session. This
is sometimes described as a part of the previous step,
but it is worth mentioning on its own because it usu-
ally requires partial analysis of the data with respect
to previously analyzed data (such as previous activity,
other user, session or transaction identification deci-
sions), as well as path completion.

Discovering patterns and clusters: At this stage, the
activities and attributes of all of the users and pages
are mined to discover any patterns or clusters of be-
haviour, information, or interests that might be good
indicators of future behaviour, desired information or
potential interests. This is the bulk of the data pro-
cessing, and is generally performed offline.

Categorizing an individual user: Similar to the previ-
ous step, this step seeks to discover patterns and clus-
ters of behaviour for an individual user in an online
fashion, while the user is active. Once this informa-
tion has been discovered, adaptations to aid that spe-
cific user can be performed. Some systems do not seek
to improve individual active user experiences [47], and
do not therefore have this step.

Adaptation: In this step, the system attempts to deter-
mine if an adaptation should be performed, and de-
cides upon the form of the adaptation.

Application of adaptation: Now that the system has de-
termined that an adaptation needs to take place, the
system performs the necessary transformations (adding,
removing or colouring links or content, for example).
In the case of serving an online, active user, the re-
sults of the user’s request are delivered back to the
user, transformed by the system’s knowledge of the
user.

Feedback: At this stage, the adaptation has been performed
and it would be beneficial to measure the benefit (or
lack of benefit) that it produces. This is not available
in many systems, because it is difficult to measure em-
pirically, and feedback from users is scarce.

4.2 Common components
There are some common components which are found in

most adaptive web system solutions.

Server: Almost all the systems involve capturing informa-
tion from a web server, and the pages are eventually
delivered by a web server. This component is respon-
sible for recording user actions on the web site in addi-
tion to receiving and fulfilling web page requests. It is
also involved in the identification (if any) of individual
users.

User model: Most systems represent users using a user
model. It represents both individual users and groups
into which users are classified. It combines user prefer-
ences (stored in a user profile) with the stated goals or
interests and the behaviours performed by that user,
and uses this information to deduce the perceived cur-
rent goals and interests of the user [56]. From this,
it then will be used to try to predict what behaviour
the user is likely to perform (or would perform, if the
user had complete knowledge of all the possible choices
available to them).

There are different types of user modelling system: in-
dividual versus canonical and static versus implicit ac-
quisition [38]. For the most part, machine learning
techniques are used to build the user model. Tech-
niques used include linear models, TFIDF-based mod-
els, Markov models, neural networks, classification and
clustering techniques, rule induction techniques and
Bayesian theory-based techniques.

Domain model: While the users are represented by a user
model, the website contents and structure are repre-
sented by a domain model. It includes not only the
physical pages, construction rules (for example, for
a dynamic website) and physical layout of the site,



but also some semantic understanding of the layout of
the website (whether explicitly stated by the web site
designers or deduced using a machine learning tech-
nique). Often, the usage of the website is modelled
directly over the domain model.

Adaptation model: In most systems, there is a third model
which is usually present but not specifically articu-
lated: this model represents the rules associated with
the kinds of changes that made be made to the pages
or the site. For the purposes of this discussion we la-
bel this model the adaptation model. Obviously, it will
likely be closely associated with the domain model, but
it also adds general decisions (such as style or presen-
tation) that would be independent of the information
domain presented in the domain model.

While these abstractions are useful for discussion, it must
be recognized that in reality each is intimately related, and
the choices for each impact on the necessary choices for the
other. For example, the size of chunks of information that
are present in the domain model limit the level of adaptabil-
ity to which the user model might adjust, as well as limiting
the kinds of changes the adaptation model might undertake.

4.3 Determining Users, Sessions and Transac-
tions in the Server Log

In order to overcome the lack of information problems
discussed earlier, it is necessary to pre-process the available
data and infer additional information that is missing to make
the record complete. This pre-processing is mainly done
with the server logs, which are the primary source of activity
information. In fact, information from other sources, such
as the web pages themselves, can be considered as a source
of additional information to be tied in with the server log
data.

The data logs need to be analyzed in order to determine
separate sessions, which represent the interaction of a single
user with a website over a particular period of time. Session
discovery can be achieved by first partitioning the requests
by the IP address, in this case we simply assume each user
has a unique IP address. However, due to the usage of proxy
server and multiple users sharing the same IP address, a
further step of employing an inter-access delay threshold to
split a sequence of accesses from the same IP address [51].

Another approach to discovering sessions is described in
[15]. In this approach, sessions are described as a set of
transactions. In this case, there are two ways that trans-
actions are defined, based on how a user treats web pages.
Users treat web pages as either useful for navigation or in-
teresting for the content they contain. Using this concept,
we can define different transactions. The first way is to de-
fine a transaction as all of the navigation references up to
and including each content reference for a given user; this
is called the navigation-content transaction (also referred to
as the auxiliary-content transaction in [16]). From these
transactions we can easily find a popular path or common
traversal paths in the web site. The other way to define a
transaction is as all the content references for a given user;
this is a content-only transaction. These transactions can be
analyzed to give sets of pages which are frequently viewed
together in a single session.

In order for sessions to be considered complete, they should
show the complete path of page views from the beginning of

the session to the end. As already mentioned, factors such
as caching and backtracking may cause an incomplete path
to be recorded in the log. Because of this, there must be
some path completion algorithm used to fill in the missing
information. The following techniques each attempt to do
this:

Maximal forward Reference (MFR): The MFR algo-
rithm uses knowledge about the structure of a site to
determine the longest sequence of page views in a ses-
sion in which each page view may be reached via a
direct link from the previous one. Once this is done, it
may either decide that this is simply one transaction
or a complete session on its own. In this case, missing
pages in the log cause the transaction or session to be
fragmented [14].

Shortest path (SP): The SP algorithm simply seeks to
complete the path between two page views with the
shortest path between them, if possible (and within
limits). It follows an Occam’s Razor assumption that
a shorter path is always better and more accurate than
a longer path [51].

Popular path (PP): The PP algorithm fills in gaps in the
path between two page views with the complete path
between these two pages which has most frequently
been visited by users [51].

Mined path (MP): The MP algorithm completes paths
by examining all the possible sub-paths (or path frag-
ments) between the two pages and using the path with
best combination of high-popularity paths [51].

4.4 Analyzing Web Page Content
In order to discover user interests, we need ways to com-

pare the pages they have visited. A number of methods de-
riving from information theory have been used to compare
web pages for similarity.

4.4.1 TFIDF
Term Frequency-Inverse Document Frequency (TFIDF)

is one such method of categorizing text documents which
is commonly used [26, 17, 13]. In this method, important
terms in the text are determined by calculating the number
of times that term is found in documents within a category
(term frequency), factoring in how rarely that term occurs
over all documents (inverse document frequency).

Once these document categories are established, the pro-
cess of categorizing a new document is as follows:

1. The existing categories and the new document needed
to be classified are presented as vectors that consist of
keywords with their term frequencies.

2. The inverse document frequency for each keyword is
calculated; this is simply the reciprocal number of doc-
uments in which the keyword occurs at least once. The
inverse document frequency of a keyword is high if it
occurs in only one document, which makes it more sig-
nificant for identifying the category of the document.

3. The weight value for each keyword is calculated from
its term frequency and its inverse document frequency.



4. The similarity between the new document and each
existing category is calculated by computing the cosine
value between their representative vectors.

5. The new document is placed into the category with
the highest similarity.

4.4.2 Näıve Bayes Classifier
Näıve Bayes is another text categorization algorithm. Each

existing category is represented as a vector of the probabil-
ities of a given list of keywords appearing in documents in
that category. To classify a document the probability of that
document belonging to each category is calculated with the
probability of each of its keywords in each class. Finally,
the document is placed in the category with the highest
probability. In this algorithm, all keywords are assumed to
be independent of each other, which is to say that the ap-
pearance or absence of one keyword does not influence the
likelihood of the appearance or absence of another [26].

4.4.3 PrTFIDF
Probabilistic TFIDF (PrTFIDF) is a classifier derived from

TFIDF. PrTFIDF provides a way to distinguish a docu-
ment and the representation of the document. First, this
algorithm uses a function to map the document to its repre-
sentation with a certain probability according to the func-
tion. The function is chosen by the users to assign relevance
judgements to documents. Then, the classifier uses the rep-
resentation to classify a new document by following similar
steps with TFIDF [26].

4.4.4 WAKNN
Weight Adjusted k-Nearest Neighbour Classifier (WAKNN)

[24] is another efficient and commonly used algorithm for
text categorization. The main steps of WAKNN are:

1. Build characteristic vectors for the documents in each
category and the new document. Each vector contains
the frequencies of the same set of keywords.

2. Normalize the word frequency in each vector in order
to account for the difference in document lengths.

3. In all categories, find the k -nearest neighbours of the
test document by calculating the cosine similarity.

4. Sum up to the similarity to the k neighbours according
to their class labels.

5. Categorize the document to the class with the highest
similarity sum.

4.5 Dealing with Concept Drift/Shift
Klinkenberg and Renz [29] use three metrics, accuracy,

precision, and recall, as indicators of concept drift in text
classification problem. They compared these performance
metrics in eight different learning methods combined with
four data management approaches (full memory, no-memory,
fixed size window and dynamic size window). They also in-
vestigated abrupt interest change (concept shift) by using
the same metrics. The comparison shows that these three
performance measures are well suited as indicators for both
concept drift and concept shift. Using window management
technique leads to significant performance improvements for

these learning methods. Moreover, using the adaptive win-
dow management approach gains further performance im-
provements.

Billsus and Pazzani [8] establish a dual user model. It con-
sists of two separate models, user’s short-term interest model
and user’s long-term interest model. k -nearest neighbour
algorithm and naive Bayesian classifier were used for mod-
elling short-term and long-term interest models respectively.
A multi-strategy learning approach that deal with both the
user’s long-term and short-term interests was developed. It
attempted to use the short-term first. If short-term inter-
ests are not satisfied, long-term interest model is used. This
mechanism enables their system to adapt to user’s changing
interests.

Lam and Mostafa [34] use a Bayesian approach in the in-
formation filtering systems to track user interest changes.
In their work, a combined approach of reinforcement learn-
ing and Bayesian interest tracker is used to perform user
profile initialization and maintenance. Simulation studies
shows that this concept drift modelling can effectively de-
tect user interest changes. Furthermore, it is able to track
the changes of user interests online.

Koychev [32] considers that a user’s experience does not
represent simply one set of interests, but rather a set of user
interest contexts which may occur more than once. When a
user visits pages, these pages are examined to determine if
the user is still in the same interest context, has fallen back
to a previous interest context, or has started a new context.
This can help to strengthen recommendations based on the
retrieved context rather than the single page view.

4.6 Graph Theory Approaches
It is natural to think of a website (or the Web in general)

in terms of a graph and use graph theory and clustering
techniques to analyze it.

4.6.1 Structure-Based Graphs
It is possible to construct a model of the relationships be-

tween web pages based on a graph representation of the web
pages. In this graph, the edges represent the associations be-
tween the pages, and the vertices each represent individual
pages.

By analyzing this structure, it is possible to discover addi-
tional information. [28] describes the search for authorities
and hubs done in this manner. Briefly, an authoritative
page has been recognized as a good source of information
by multiple referrers; a hub is a good referrer of multiple
authoritative pages. By the application of this idea to the
structure of a subset of pages returned from a query to a
search engine, it has been demonstrated that one can deter-
mine good authorities and hubs in the graph. Authorities
then make good recommendations for a user.

However, while this technique does discover good author-
ities and hubs, without some factoring in of the actual con-
tent of the pages the discovered authorities and hubs may
have little to do with the original query or interest. This
is due to the highly connected nature of the Web. For ex-
ample, the top index page of a website may be flagged as a
good hub because it points to the core pages of several dif-
ferent topics; however, each authority that this hub points
to need not have the same topic. Another similar example
occurs when considering the role of search engines, which
would appear as good hubs because they point to a large



number of pages. (Again, the suggestion according to [35]
is that no single search engine actually indexes more than
approximately a third of the entire web.)

4.6.2 Usage Graphs
In a similar way, a graph of the usage of a set of web

pages can be drawn, with the edges no longer representing
explicit links between pages but rather a measure of how
often these pages are viewed together in the same session.
This is an application of the idea of association rule, through
which “interesting” co-occurrences between sets of items are
discovered. Again, the inclusion of a similarity measure of
the content of the transactions can assist [40, 42, 43, 57].

Graphs of usage can be used as a way to represent individ-
ual users [12, 33]. By clustering these graphs and comparing
an individual user to the cluster, recommendations can be
drawn out of those pages which are part of the paths of the
cluster but are not present in the user’s own usage graph.
An approximation of a user’s interests (for example the page
interest estimator (PIE) [12]) can improve the relevance of
the results.

4.6.3 Association Rule Hypergraphs
An association rule is a concept which describes the re-

lationship between a number of items (or a number of sets
of items) with respect to their co-occurrence; that is, it de-
scribes the likelihood that a certain set of things will happen
at the same time [2].

For the purposes of adaptive websites, association rules
have a lot of applicability: they can be used to analyze the
likelihood of the co-occurrences of two or more specific pages
within particular visits; on a more abstract level, they can
be used to analyze the co-occurrence of transactions within
a session.

Association rules may be analyzed as hypergraphs, where
each vertex represents a page view or transaction, and each
edge connects to each page view or transaction that is as-
sociated together by a rule. Each edge carries a strength of
association (also described as a weight of association) based
on the support and confidence of that rule.

Finally, by clustering together vertices which are tightly
related to each other, one discovers commonalities of us-
age which can be used to characterize individual users. By
computing the most similar cluster to the user’s own page
views or transactions, recommendations can be given to
likely pages that the user will visit [25, 41, 23].

5. IMPLEMENTATIONS
In this section, some of the more prominent or interesting

implementations are discussed. This list is not meant to be
complete or comprehensive, only illustrative.

5.1 WebWatcher
WebWatcher [27] is a software agent built into the website

of the School of Computer Science of Carnegie Mellon Uni-
versity. It was in operation from August, 1995, to February,
1997 and worked as a tour guide for the Web. The agent
has three main features:

1. It is familiar with the structure of the website, which
includes the contents of each web page and links among
the pages.

2. The agent can interact with users using natural lan-
guage.

3. It learns by observing the actions of users. The more
knowledge about users it has, the higher quality of
recommendations it could provide.

Once the WebWatcher is activated on the Front-Door page
of CMU School of Computer Science, some WebWatcher
commands are labelled on the top of each web page along
with relative links listed at the middle of the page. Also,
the hyperlink URL in the original is switched to a new one
that points to the WebWatcher server directly. No matter
whether the recommended links are chosen or not, the Web-
Watcher accompanies the user to next page and watches
user’s action through user’s shoulders to provide recommen-
dations. Aside from this, WebWatcher could help users to
search relative pages quickly.

WebWatcher implements the technologies of adaptation
of content and navigation. It speeds up users’ search and
help user to avoid being lost in hyperspace. In addition, it
attracts users as well.

5.2 SeAN
SeAN [3], a server for adaptive news, is an adaptive sys-

tem for the personalized access to news servers on the Web.
SeAN provides not only personalized news topics that match
a user’s interests, but also adaptive detail level of each news
item. This capability makes it different from other ap-
proaches in the literature.

In SeAN, news items are classified according to an a pri-
ori hierarchy of topics, and stored in a news database. Each
news item is separated into several complex composite enti-
ties, associated with a few attributes that define their com-
ponents. This structure enables the system to provide a
different detail level of information to users with different
knowledge and background.

Advertisements are stored in a advertisement database
and each advertisement has two associated attributes: a tar-
get, which is what kind of user it is aimed at; a topic, which
is what section of news with which it is associated.

User profiles are stored in a user database. a user model is
divided into four dimensions: interests, expertise, cognitive
characteristics, and life style, each of which correspond to
different conceptual characteristics of a user.

Stereotypes are used for initializing the user model for a
user. A stereotype profile contains information about its
members, which is a set of values for the user features and
the probability that a user having this value for this user
feature matches this stereotype. According to a registra-
tion form containing a small set of questions, the system
can calculate the probabilities of a new user belonging to
different stereotypes by using Bayes’ theorem. Then, based
on the characteristics of different stereotypes and the prob-
abilities that the user may belong to these stereotypes, the
system can finally predict the user’s characteristics by again
using a Bayesian algorithm. The user model is dynamically
maintained according to the user’s behaviour, based on user
modelling update rules pre-set by the system.

Content adaptation is used for providing adaptive news
in SeAN. All pages are generated dynamically, including the
home page. Users with different interests and expertise may
reach different topics with different detail levels. In order to
avoid confusing a user by changing the page content, but-



tons such as “add” and “delete” can be provided for the
modification of the choices made by the system . Users may
reconstruct their news pages if they like, and these actions
explicitly provide useful feedback to the system.

5.3 AHA
The AHA [19] system is aimed at being a generic adaptive

system which can be used for a wide variety of applications.
It uses a user model which tracks the level of knowledge of
particular concepts and uses that to decide if particular page
fragments or links should be displayed, altered, or omitted.
Each concept (which can also be described as an interest
or preference) has a boolean value, which represents ‘un-
derstood/not understood’ (or ‘interested/not interested’, or
’preferred/not preferred’). A user’s familiarity with concepts
is drawn either from a test (or questionnaire) or by analyz-
ing which pages they have viewed (pages may indicate that
reading them, the user know understands a concept).

Pages are divided up into fragments, each wrapped with
hidden, commented sections which are surrounded by ‘if-
then-else’ clauses with the concept(s) that must be under-
stood in order to view that section. Entire pages may also
have dependencies, which indicate which concepts must be
understood in order to view the page at all.

Links are also annotated with some indication of whether
it is appropriate for the user to follow them, based on whether
the page in an external link, or an internal link to a page
with understood dependencies.

The AHA server rewrites all URLs to be redirected to
itself. In this way, it controls all interactions with the user.

The AHA system has intentionally been kept simple in or-
der to broaden its applicability and create a standard plat-
form for adaptive systems. However, it is limited by the
need to explicitly label and annotate all of the pages over
which the system is to have intelligence.

5.4 Other Implementations
There are a number of other implementations which bear

mentioning. This list is not exhaustive.

• GAS (Group Adaptive System) [5]: A system that pro-
poses to combine authority and hub search (([28]) with
the idea of social or collaborative navigation, where in-
dividuals can provide navigational support for other
individuals.

• WEBMINER [15, 16]: Research for this system focuses
on different approaches to cleaning, completing, min-
ing and analyzing web log data to provide high quality
recommendations for users.

• PageGather [47]: This system generates potential in-
dex pages (subject to administrator approval) based
on clustering a website’s usage patterns.

• Fab [4]: This system uses a set of collaborating agents
to provide recommendations for a user based on the
user’s interests derived from past page views.

• Syskill & Webert [7, 45]: This system categorizes pages
retrieved from a search engine as to how interesting
they would be to a user, based on the way that that
user has explicitly rated pages in the past. Pages are
rated as hot and cold by a user, and compared using
a text comparison algorithm.

6. CONCLUSION AND SUMMARY
This paper has presented an overview of the goals, chal-

lenges, approaches and implementations that surround adap-
tive website research. This work is meant to provide an in-
troduction to many of the most important difficulties, char-
acteristics and solutions that have occurred to date, but is
not intended to be an exhaustive overview. Readers are di-
rected to [9, 11, 16, 31] for additional good overviews of the
topic.

The title of this paper suggests the nature of the problem
as both an art and a science. While considerable research
has been performed into studying how users behave in a
web environment, the relationships between pages, how to
rate and rank suggestions to users, etc., there is still con-
siderable art involved in producing effective adaptive web
systems, from the choice of particular parameters of clus-
tering algorithms to the measuring of the effectiveness of a
particular adaptation, for example.

Nonetheless, substantial work has been done to explore
the problem from three basic directions: understanding users,
understanding websites, and understanding information. Most
approaches seem to examine the problem from one of these
directions; some examine it from two of these directions;
but few (if any) consider all three directions. We are in the
midst of the early stages of the problem, where there is pri-
marily analysis being performed, with the problem not yet
sufficiently explored to allow broader synthesis to occur.

It is expected, however, that for a substantial portion of
time there will remain a large proportion of the problem
which can only be solved via the sound and steady appli-
cation of considerable art, backed by the driving solidity of
science.
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APPENDIX

A. DEFINITION OF TERMS

adaptable A web system is merely adaptable if the way it
performs or behaves changes based on explicit informa-
tion, such as a user profile. In addition, this profile will
not vary over time unless the user explicitly changes
it [18].

adaptive A web system is considered adaptive if it changes
based on implicitly discovered information, such as an
analysis of the way it is used. Usually, the instrument
of change is somewhat automated, but in some cases,
human intervention is used. Contrast with adaptable
and dynamic.

aggregate usage profile One of the most prominent tech-
niques in all machine learning appears to be the clus-
tering of information into groups of high similarity. In
adaptive web systems, it is useful to cluster the way
that the site is used into common groups which share
patterns. These groups are called aggregate usage pro-
files.

atom The smallest possible self-contained section of a web
page. Examples include: a single new article; an adver-
tisement; an image; a link; a navigation bar. In a more
general sense, an atom consists of information which is
all of a single, consistent concept [18].

closed-corpus Literally, “closed body” of web pages. This
is describes a set of web pages within a particular bound-
ary, such as a single website, and is used to contrast
against systems which operate over a known dominion
of known pages rather than systems which operate on
the “open” collection of web pages that is the Web in
general. Some techniques [28] create a closed-corpus
set of pages by using another selection tool (such as a
search engine) to pull out a subset of pages.

dynamic A web system is dynamic if it delivers pages which
are composed at request-time of a number of smaller
components or atoms. The rules to make this composi-
tion may also be partially determined at page request
time based a user profile.

page view The most basic form of website usage is the
viewing of an individual “page”. Page in this context
refers not necessarily to the viewing of a particular,
static HTML document, but really refers to the viewing
of a particular, discrete set of atoms [18].

session A item of measurement for website usage which de-
scribes collections of transactions for a particular user.
A session is usually defined in terms of a window of time
in which that particular user was active and interested
in a particular topic.

static A website is static if it presents the same informa-
tion every time to every user. Most website do change
over time, but the view that each user receives is not
modified or informed by who that user is.

transaction An item of measurement for website usage
which focuses on “interesting” collections of events for
a particular user. Usually, a transaction must be in-
ferred from the usage data rather than simply retrieved
from it. The particular definition of a transaction varies
from the viewing of a page to the selection of an item

(as in an e-commerce system), and is dependant on the
particular adaptive solution one is employing.

user interest A description of the topics or goals for which
the user is looking. In the case of a search engine, for
example, the user’s goal is to find pages which contain
topics related to their search query. One assumption
that is made about user interests is that they can be
inferred from a combination of user information, brows-
ing patterns and website data.

user profile A collection of information about a user, com-
bining demographic information (name, age, location,
for example), usage information (pages visited, frequency
of visit, for example), and interests or goals (either ex-
plicitly stated by the user or implicitly derived by the
system).


