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Abstract

In this paper we focus on the architecture, design and
implementation of a generic user modeling server for adap-
tive web systems (GUMSAWS), reaching the goals of gener-
ality, extendability and replaceability. GUMSAWS acts as a
centralized user modeling server to assist several adaptive
web systems (possibly in different domains) concurrently. It
incrementally builds up user models, provides functions of
storing, updating and deleting entries in user profiles, and
maintains consistency of user models. Our system is also
able to infer missing entries in user profiles from different
information sources, including direct information, groups
information, association rules and general facts. We fur-
ther evaluate its inference performance within the context
of e-commerce. Experimental results show that the average
accuracy of inferring user missing property values from dif-
ferent information resources is found to be almost 70%. We
also use a personalized electronic news system to demon-
strate the example of our system in use.

Keywords: Generic User Modeling Server, Adaptive Web
Systems, Inference, Information Sources.

1 Introduction

Web sites are becoming more and more popular and con-
venient for providing information over a broad number of
topics. They are used in diverse systems, such as educa-
tional systems, online information systems, online help sys-
tems, information retrieval systems and e-commerce sys-
tems. Problems occur as the use of web sites increases,
their size gets larger, and their structure becomes more com-
plex. The rich link structure of a web site can cause users
to get easily overwhelmed by the large number of naviga-
tion choices, and they may become unable to navigate effec-
tively. This is referred to as the “lost-in-hyperspace” prob-
lem. Web sites provide (from the point of view of a user)
relatively static content, though they are viewed by diverse
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users. This may cause difficulties for those who have less
background, may be redundant for those who are familiar
with the information, and may present more uninteresting
than interesting material for others. This is a “one-size-fits-
all” problem common to non-adaptive web sites.

To address these problems, there is a demand for web
sites to be automatically adapted to reach the goals of per-
sonalization, recommendation, selection, and usage anal-
ysis [9]. These web sites are called adaptive web sites.
They are able to transform a page request into a final page
response by considering information about the requested
page, about the user, about the way the system has been
used, about the environment of the site, and about the en-
vironment of the user. They may provide three different
types of adaptation: content adaptation, navigation adapta-
tion, and presentation adaptation. While there is some over-
lap between these types of adaptation, they are different in
what they target. Content adaptation adds and/or removes
information fragments to/from the page based on the cur-
rent context. Navigation adaptation adds, removes, hides,
sorts links, and/or changes the color of the links in a page,
in order to provide the best navigation structure in the cur-
rent context for the user. Adding a recommended item at
the end of a page, also falls in this class of adaptation.
Finally, presentation adaptation reformats the information
fragments to achieve the appropriate final presentation for
the current context.

Adaptive web systems require the support of user model-
ing technology to provide information of an individual user
or group of users. We propose a generic user modeling
server for adaptive web systems (GUMSAWS). It acts as
a centralized user modeling server to assist several adaptive
web systems concurrently. It consists of different compo-
nents, such as the User/Group Model Description, the Au-
thoring Tool, the Modeling Interface, the User Profile Man-
ager, the Usage Group Handler, the Association Miner, the
Inference Engine, and the Profile Editor. Together, they of-
fer the user modeling functions of building up user or group
models; storing, retrieving, updating and deleting entries in
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profiles; and inferring missing user property values. Our
system also allows users to review and modify their pro-
files.

We design and implement GUMSAWS to reach the goals
of generality, extendibility and replaceability. GUMSAWS
is applicable to multiple application domains. It can as-
sist more than one applications (possibly for all applications
with which users interact) and has the capability of domain-
independent user modeling. It also allows extensions, so
that new components can be developed from other funda-
mental ones. For example, new information sources can be
generated for the purpose of inference by adding a new type
of miner. Different machine learning and data mining tech-
niques have been implemented in the system. They can be
replaced by other techniques. For example, the K-means+
clustering algorithm [6] is implemented to group users with
common interests. Other clustering algorithms, such as K-
means, is also able to replace K-means+ and be integrated
into the system.

GUMSAWS is examined within the two application do-
mains, E-tailer and E-news. An example application in E-
tailer domain can be an online store. An electronic news
system is an example application in E-news domain. The
accuracy of inferring user property values from different
information resources, such as direct information, groups
information, association rules and general facts, is evalu-
ated by the Knowledge Discovery and Data Mining com-
petition (KDDCUP2000) data in the E-tailer domain. KD-
DCUP2000 data is provided by the leading Data Mining
and Knowledge Discovery competition in the world for web
mining tasks. Experimental results show that the average
accuracy of inferring user property values from different in-
formation resources is found to be almost 70%. PENS (Per-
sonalized Electronic News System) [15], an example appli-
cation in the E-news domain, illustrates the basic user mod-
eling functions provided by GUMSAWS. PENS also makes
use of GUMSAWS to adapt to user navigation history.

The rest of this paper is organized as follows. In Sec-
tion 2, we clarify the definitions of user profile, user model
and user modeling, and emphasize on the importance of a
generic user modeling server. In Section 3 we describe the
framework of our system and the implementation of some
system components. Experimental results are presented in
Section 4. Section 5 demonstrates an example of our system
in use. Finally, we conclude the current work and propose
future work in Section 6.

2 User Modeling Overview

In this section, we clarify several terms, including user
profile, user model and user modeling. We also briefly sum-
marize user modeling history from user modeling compo-
nents to user modeling shell systems and servers, to empha-

size on the importance of a generic user modeling server.
2.1 User Profile

A user profile is defined as a collection of information
about a user, including demographic information (name,
age, location, to name a few), usage information (for ex-
ample, pages visited, frequency of visit), and interests or
goals (either explicitly stated by the user or implicitly de-
rived by the system) [9]. It is an instance of a user model for
a particular user. There are really two types of user profile
data: those that describe individuals and those that describe
groups of users.

2.2 User Model

Most adaptive web systems represent users via a user
model. As defined by Kobsa [11], a user models is a col-
lection of information and assumptions about an individual
user (as well as a user group), which is needed in adaptation
processes. To distinguish it from a user profile, we define
it as an abstract representation which contains explicit as-
sumptions on all aspects of users that may be relevant for
the behavior of the system. It represents both individual
users and groups into which users are classified. A user
model combines user preferences with the stated goals or
interests and the behaviors performed by that user, and uses
this information to deduce the perceived current goals and
interests of the user. Systems build a user model for de-
scribing individual or group users and distinguishing them
in order to provide different services for different users.

There are two main types of user models that may exist
in adaptive web systems: the overlay model and the stereo-
type user model [3]. An overlay model represents an indi-
vidual user’s information of each attribute defined for this
user. For example, AHA! 2.0 [4] keeps every concept and
associated attribute in the domain model of the application
into the overlay user model. However, an overlay model
has the problem of initialization because of the difficulty
of collecting detailed user information. Stereotype user
model distinguishes several typical or “stereotype” users.
It is simpler than the overlay mode and is generalized from
overlay attributes. For example, MetaDoc [1] uses stereo-
types (novice, begin, intermediate, and expert) to represent
auser’s knowledge. The problem with the stereotype model
is that many efficient adaptation techniques require a more
fine-grained overlay model. One way to solve this prob-
lem is to provide a mapping from a stereotype to an overlay
model. Because of the problems of two types of models, it
may be better to combine them in the following way: stereo-
type modeling is used at the beginning to classify a new user
and to set initial values for the overlay model, then a regu-
lar overlay model is used. Many systems, for instance web
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based adaptive education systems [16], use the combination
of these two types of models.

2.3 User Modeling

User modeling is the whole process of constructing user
models, and creating, updating or deleting user profiles. It
contains the functions which are to incrementally build up a
user model, to store, update and delete entries in instantiated
user profiles, and to maintain the consistency of the model.
We introduce two important processes of user modeling [3]:
collecting data about users and processing the data to build
or update user models.

User data may be gathered from a client side, a server
side or from a proxy. There are also various ways for col-
lecting data from a user. The traditional way is to let the
user directly provide information (for example, age, loca-
tion, gender, occupation, income) by filling in a form. How-
ever, the user may withhold information because of privacy
issues. Usage information is the information that can be
tracked for observing users’ behavior. It is perhaps the most
important user data, and is extracted from a web server log,
which is the primary source of data in which the activities
of web users are captured. Usage information may be de-
scribed in terms of simple page views, transactions (which
are “significant” events, and may combine multiple page
views), and sessions (which are combinations of page views
or transactions that together represent users’ behavior) [18].
In addition to the simple sequence of events, information
about time of access and frequency of access can also be
captured as usage information. However, usage informa-
tion is not fully reliable. The page clicked by a user does
not guarantee that the user attentively reads its content. To
make user modeling simpler and more reliable, it is neces-
sary to involve the user in the process of user modeling to
acquire additional information from the user.

Machine learning techniques are used to build a user
model. Techniques that are widely used include linear
models, TFIDF-based models, Markov models, neural net-
works, classification and clustering techniques, rule in-
duction techniques, and Bayesian theory-based techniques.
Data mining techniques such as association rule mining and
maximal frequent sequence mining [17], are also used when
building user models. In practice, many systems use various
approaches and techniques to build up user models. Tech-
niques and approaches should be chosen according to spe-
cific cases and needs.

2.4 Generic User Modeling Server

Another line of user modeling research focuses on gen-
erality of user modeling. In the early work, user modeling
components were embedded into application systems, and

were not distinguished from the components that perform
other tasks. These systems used various machine learning
techniques to construct different types of user models. The
embedded user modeling components lack reusability and
are only applicable to the adaptive systems that they belong
to.

General user modeling systems and user modeling shell
systems were first introduced by Finin in 1986 and Kobsa
in 1990 [12], aiming at the development of integrated
representation, reasoning, and revision tools that form an
“empty” user modeling mechanism to meet the require-
ments of generality, expressiveness, and strong inferential
capabilities. When filled with application-dependent user
modeling knowledge, these shell systems would fulfil es-
sential functions of a user modeling component in an ap-
plication system. Some major user modeling shell systems
for academic purposes have been developed, such as BGP-
MS (Belief, Goal, Plan Management System) [13], GUMS
(General User Modeling Shell) [5], UMT (User Modeling
Tool) [2], and um [7].

User modeling shell systems become part of an applica-
tion after being filled with application-dependent user mod-
eling knowledge. They receive information about a user
from the application only and supply the application with
assumptions about the user. Many commercial user model-
ing shell systems have been developed using a client-server
based architecture. They are not integrated into any appli-
cations, but communicate with applications through a net-
work. User modeling servers are centralized user model-
ing components for more than one application (possibly for
all applications with which the user interacts) and seem to
have the capabilities of domain-independent user model-
ing [10]. These commercial user modeling servers abstract
user models from application systems, and build them as a
user model server so that more than one application with a
similar domain can access the information from it. Typical
examples of user modeling server include the Personaliza-
tion Server, LMS (Learner Modeling Server) [14], and Per-
sonis [8]. Other commercial user modeling servers include
Group Lens, LikeMinds, Frontmind and Learn Sesame [12].

3 GUMSAWS

We propose the GUMSAWS framework, as illustrated
in Figure 1. In this figure, files are represented as rounded
rectangles, databases are represented as columns, engines or
components in the system are represented as rectangles, and
arrows represent data flow between system components or
between system components and data repositories. System
components are grouped into four sub-systems, which are
represented as dashed rectangles.

The Model Description (MD) consists of two compo-
nents, the User Model Description (UMD) and the Group
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Figure 1. GUMSAWS Framework

Model Description (GMD). These are data repositories that
store domain-dependent Intermediate Format Vocabularies
(IFVs) and application-dependent description for user and
group models. The IFV is the schema in intermediate for-
mat for describing concepts and relationships related to an
individual user or group of users existing in adaptive web
systems.

The Model Maintainer (MM) offers user modeling func-
tions, including instantiating a user or group profile; storing,
retrieving, updating and deleting entries in profiles; and in-
ferring user missing property values. Two components, the
User Profile Manager (UPM) and the Inference Engine (IE),
are grouped into this sub-system.

The Information Source Generator (ISG) generates the
information sources of groups information and association
rules for the MM to update users’ missing property values.
Two components, the Usage Group Handler (UGH) and the
Association Miner (AM), are included into this sub-system.
User groups are generated by the UGH according to users’
visiting history. Association rules are discovered by the
AM. Rules indicate that amongst all properties of existing
users, which values of other user properties also exist, given
values of some particular user properties.

The System Repository (SR) is used to store usage data,
user profile data, and group profile data. It also stores infor-
mation sources of direct information, groups information,
association rules, and general facts. The SR also connects
some system components together. It is constructed in the
initialization stage by some system components, such as the
UPM and the UGH. It will also be updated by them during
the system activity.

Note that some system components are not grouped into
any of the four sub-systems. They provide interfaces for in-
teractions. For example, the Modeling Interface (MI) is an
interface between adaptive web systems and GUMSAWS.

The main function of the MI is to forward adaptive systems’
requests to components of GUMSAWS. The communica-
tion between the MI and the sub-systems is through a net-
work. The Authoring Tool (AT) accesses model description
and provides an interface for authors (i.e. system adminis-
trators) to specify the application-dependent user or group
model description. Through the AT, authors may define user
and group models, and default user and group profiles (re-
ferred to as “general facts” in this paper). The Profile Ed-
itor (PE) is implemented as an interface to allow users to
see information held about them, and to modify their infor-
mation. Requests from users received through the PE will
be handled directly by the UPM as direct information about
users. The PE makes adaptive web systems transparent in
that users have full control on their information. In the fol-
lowing sections, we describe some of the system compo-
nents in the sub-systems.

3.1 User Profile Manager

The UPM is responsible for providing adaptive web sys-
tems with information about users and their navigation pat-
terns. The UPM is also in charge of instantiating users’ pro-
files from user models and default values of user properties,
and later on, updating profiles according to directly pro-
vided information from users. In the initialization stage, the
UPM reads the User Model Description, creates database
tables for user models, and inserts default property values
(general facts) into the database. It also provides a list of
services, such as checking the existence of a user, creating
and deleting a user profile, and updating and retrieving a
user property value.
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3.2 Usage Group Handler

The UGH is responsible for generating user groups. A
group model and default values of user groups are described
in the Group Model Description. The UGH reads the de-
scription of a group model and creates database tables for
storing user group information. The UGH then groups ex-
isting users together according to their interests, and assigns
a user into an existing group based on the evaluation of the
user’s distance from the groups’ centers. Users’ interests
are extracted from their visiting history and are represented
by the number of pages that users have visited in each cat-
egory. Moreover, the earlier the page has been visited, the
less weight it will have in the category that the page belongs
to, because users’ interests might change over time. There-
fore, a user’s interest is represented by a vector of which
each element is the number of pages that the user has visited
in each category. The UGH determines how close the user is
to each group center by calculating the Euclidean distance
between the vector of the user’s interest and the vector of
each group center, which is the mean of all users’ interest
vectors in the group. Finally, the user will be assigned to
the group whose center is the closest to the user.

3.3 Association Miner

The AM is responsible for providing the information
source of association rules. It mines association rules from
information about users. Association rules are amongst all
properties of all users. They indicate that given values of
particular user properties, which values of other user prop-
erties also exist. These association rules will be used to infer
users’ missing property values according to their existing
property values. The support and confidence values of the
association rules must be above a threshold. The extracted
rules are ranked based on a measure that is calculated from
the support and confidence values. A higher ranking implies
that the association rule has the higher priority.

3.4 Inference Engine

The IE is in charge of inferring users’ missing property
values according to the four information sources and their
reliability. Direct information about users is collected di-
rectly from the users of adaptive web systems through the
PE and the UPM. Groups information is generated by the
UGH. We believe that users who have similar interests will
have properties in common. The most common property
values are found for each group. If some property values of
a user in a group are missing, they can be filled by the most
common property values in this group. Association rules
are discovered by the AM, and general facts are specified
by authors through the AT.

Reliability of the information sources is defined as fol-
lows:

direct > groups > association rule > general facts

Direct information has the highest reliability because it is
directly provided by users. We assume users would pro-
vide reliable information about themselves for the purpose
of obtaining relevant responses from adaptive web systems.
Groups information is more reliable than the information of
association rules because groups information is generated
within the scope of groups, whereas association rules are
discovered within the scope of all existing users who com-
municate with the adaptive web systems. The information
of general facts has the lowest reliability because they are
found based on the statistics over property values of users
who communicate with not only the clients of GUMSAWS,
but also other adaptive web systems. Inference results from
less reliable information sources can be overridden by that
from more reliable information sources.

For a new user, property values are initialized accord-
ing to general facts. These values will be updated if this
user directly provides information about herself. To infer
the user’s property values, the IE first checks whether there
are user properties whose values are not from the user’s di-
rect information. It will infer values of these user proper-
ties from the groups information according to which group
this user belongs to, and which property values are the most
common in that group. Before inferring user property val-
ues from association rules, the IE needs to check again
whether there are user properties whose values are deter-
mined by the general facts. The values that are the most
relevant for the user will be therefore assigned to the user.

4 Experimental Results

We examine GUMSAWS in the E-tailer domain to eval-
uate the performance of inferring users’ missing property
values. Our dataset is extracted from the KDDCUP2000
data, which contains clickstream and purchase data from
Gazelle.com, a legwear and legcare web retailer that closed
their online store on 8/18/2000. Information about 234954
user sessions and values of 296 properties for each user and
each session are included in the dataset. Figure 2 shows
the information about one of the user sessions and the user
who performed this session. Records are separated by the
‘) sign. Each record represents the value of its correspond-
ing user property. For example, the first record in the figure
represents the value of the property, “Which Do You Wear
Most Frequently’. The property values represented by ‘?’
mark or ‘NULL’ indicate that no information has been col-
lected for these properties.

We select the properties that have a large number of val-
ues provided by users. The four selected properties are ‘pur-
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Table 1. Information about Selected Properties

Property Possible Values # of Users | Most Common Value
purchase once a year, each week, 2459 every 6 months
frequency every 6 months

marital status | Inferred Married, Single, 2974 Married

Inferred Single, Married
working or not True, False 3527 False
gender Female, Male 2423 Female
chase frequency’, ‘marital status’, ‘working or not’, and tion.

‘gender’. Table 1 presents information about the possible
values of these properties, total number of users who have
provided information about each property, and the most
common value for each property. The most common values
and their corresponding properties represent general facts.
For example, one of the general facts indicated in the table
is that ‘Female’ is the most common value of the property
‘gender’. General facts are mined from the whole dataset.
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Figure 2. One User Session in the Original
Dataset

The original dataset is preprocessed by extracting users
who have registered and provided information about the
four properties. After preprocessing, 1246 users are chosen
to be involved in the evaluation. The values of those four
properties and the information about users’ navigation his-
tory (the number of pages visited in each category of prod-
ucts) are also extracted. To test the accuracy of inferring
users’ missing property values, we randomly set aside 10%
of property values for each property. We repeat this process
10 times to produce 10 datasets. The rest is for training.
From the training data, groups are generated by the Usage
Group Handler, and association rules are discovered by the
Association Miner. The Inference Engine will infer missing
property values from groups information, association rules,
and general facts. Property values that exist in the testing
and training data are considered as users’ direct informa-

Accuracy of inference is calculated as the average ratio
of the number of correctly inferred values for each of the
four properties to the total number of missing values for
this property. Results are presented in Table 2. The average
accuracy is 67.6%, which is calculated after setting aside
the highest and lowest values.

Table 2. Accuracy of Inferring Users’ Missing
Property Values

purchase | marital | working | gender | Accuracy
frequency | status or not
0.736 0.616 0.544 0.840 0.684
0.760 0.600 0.536 0.824 0.680
0.688 0.592 0.576 0.864 0.680
0.704 0.592 0.584 0.784 0.666
0.664 0.600 0.560 0.792 0.654
0.760 0.576 0.512 0.856 0.676
0.728 0.584 0.600 0.864 0.694
0.760 0.648 0.480 0.800 0.672
0.696 0.616 0.592 0.864 0.692
0.664 0.600 0.512 0.824 0.650
Average 0.676

We also carry out experiments to compare the inference
performance by using different combinations of informa-
tion sources. We define three notions as follows:

o DI&GF: the combination of direct information and
general facts;

o DI&GI&GF: the combination of direct information,
groups information and general facts;

o DI&GI&AR&GEF: the combination of direct informa-
tion, groups information, association rules, and general
facts.

Experimental results are presented in Table 3. The re-
sults indicate that the combination of direct information,
groups information, association rules, and general facts pro-
vides the best performance. The inference performance pro-
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duced by the combination of direct information, groups in-
formation and general facts is better than that produced by
the combination of only the direct information and the gen-
eral facts.

Table 3. Comparison of Different Combina-
tions of Information Sources

Test DI&GF | DI&GI&GF | DI&GI&AR&GF
1 0.622 0.658 0.680
2 0.570 0.632 0.666
3 0.594 0.622 0.654
4 0.616 0.662 0.676
5 0.618 0.664 0.694
Average | 0.604 0.648 0.674

5 Example of GUMSAWS in Use

The Personalized Electronic News System (PENS) [15]
is an adaptive web news system. PENS presents news
to users, taking advantage of context information such as
users’ location and behavior. It also adapts the presenta-
tion of news based on device characteristics, such as screen
size and color capabilities. It is implemented to demon-
strate the use of GUMSAWS. The use of our system here
is to provide data sources that shape the dynamic aspect
of PENS. The data provided by our system about users is
used to make decisions for adaptation and for populating
the under-construction page.

PENS partially imitates the NEWS @UNB website from
which news items are gathered. News items are acquired
from the news feed in the Rich Site Summary (RSS) for-
mat provided by the NEWS@UNB website. Three differ-
ent types of web pages, the front page, the category based
news page and the full news page, are generated by PENS.
As shown in Figure 3, the front page has two parts. The left
part lists news categories in the “NEWS SECTIONS” sec-
tion. Clicking on one of the category names in this section
will lead the user to the category based news page which
shows the recent news items in this category. The right part
lists three most recent news items with their titles and first
few statements in the “TOP NEWS” section and four other
news items with only titles in the “MORE TOPICS” sec-
tion. Clicking on the title of the news will lead the user to
the full news page.

Although the original NEWS@UNB website is static
and does not provide any adaptation to users, PENS pro-
vides three types of adaptation, content adaptation, nav-
igation adaptation, and presentation adaptation. It pro-
vides navigation adaptation based on user navigation his-
tory tracked by GUMSAWS. GUMSAWS keeps track of

user navigation history which is composed of news items
that the user has read. User navigation history also indi-
cates how much the user is interested in each news cate-
gory. User’s interest in each category is determined by the
number of news items in this category that have been visited
by the user. For example, in the “NEWS SECTIONS” sec-
tion on the front page, news categories are sorted and listed
based on user interests in each category. As shown in Fig-
ure 3, the category “ACADEMIC” is on the top of the link
list, which indicates that the user is more interested in the
academic category than other categories.

A News@UNB - University of New Brunswick - Microsoft Internet Explorer

File  Edit View Favotes Tooks  Help o

News@UNB . UNB

TOP NEWS

NEWS
SECTIONS

Tore Grude Scholarship hwarded

Iss The Tore Grade Scholarship for 2004-05 has been swarded to Hatasha Mackay of
- Wards Creek, H.B. She will enter her first year of study in law at the
University of New Brunsvick in Fredericton this year...

UNBF Economics Department to Host Conferemce

UNBF Part of Fradericton Welcoming Celebrations

The University of New Brunswick in Fredericton #ill participate in the
Fredericton Communi ty Welcome Celebration scheduled for Thursday, Sept. 9, from
6 pm to9pm at Officer’s Square

MORE TOPICS

UNEF Part of International Obesity Conferemce

UNEF Athletics Director Clint Hanilton Lesving for WIC

UNEF Kosting Int 1 Legal Fluralisn Event

Leading Hunen Rights Frofessor Keymote Specker at VNBE Event &

Figure 3. The Front Page

6 Conclusions and Future Work

We begin our work by clarifying the terms of user pro-
file, user model and user modeling and summarizing the
user modeling history from user modeling components to
user modeling shell systems and servers. We then propose
a generic user modeling server for adaptive web systems.
Our system has been designed and implemented to provide
basic user modeling functions, to have the capabilities of
domain-independent user modeling, and to communicate
with the adaptive web systems through a network. Overall,
our system assists diverse adaptive web systems developed
to provide concise guidance for users navigating web sys-
tems with very rich structure. It maintains and makes use
of different information resources to perform better in in-
ferring users’ characteristics based on their navigation his-
tory. All in all, this research assists in providing person-
alized web service to users, of benefit in a variety of real
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world applications.

In future work, we will aim at developing a richer au-
thoring tool. First, through the current Authoring Tool, au-
thors define application-dependent user and group models
and specify the default user and group profiles, based on
predefined user and group vocabularies (definitions of con-
cepts and relationships about users or groups). However,
the user and group model vocabularies might not be com-
plete enough to cover all user and group concepts and re-
lationships in a specific domain. We will allow authors to
define user and group concepts and relationships that do not
currently exist in the predefined vocabularies. Second, the
current Authoring Tool defines application-dependent user
and group models for an adaptive system, independent from
domain models of the system. However, user model defini-
tions cannot be totally separated from domain models. For
example, the overlay user model keeps every concept and
associated attribute that are defined in the domain model of
the adaptive system. It would be useful if authoring tools
can import the domain models of the adaptive systems and
allow authors to define user models from the concepts and
associated attributes in their domain models.

The Profile Editor is implemented to make adaptive web
systems transparent. However, the current PE can only al-
low users view and modify their profiles. It should be able
to allow users to define which parts of the user model are
allowed to be released for particular adaptive web systems.
Users will have full control on the information sources that
should be made available to each adaptive system. Users
should also be allowed to view inference explanation for
each inferred property value and to define which parts of
the user model can be used for inference processes.

Currently, the communication between our system and
adaptive web systems is through a protocol, which is not
secure. Other possible secure protocols can be implemented
in the system, such as SSL.
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