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Abstract—An increasingly large number of cars are being
equipped with global positioning system and Wi-Fi devices, en-
abling vehicle-to-vehicle (V2V) communication with the goal of
providing increased passenger and road safety. This technology
actuates the need for agents that assist users by intelligently pro-
cessing the received information. Some of these agents might be-
come self-interested and try to maximize car owners’ utility by
sending out false information. Given the dire consequences of act-
ing on false information in this context, there is a serious need
to establish trust among agents. The main goal of this paper is
then to develop a framework that models the trustworthiness of
the agents of other vehicles, in order to receive the most effective
information. We develop a multifaceted trust modeling approach
that incorporates role-, experience-, priority-, and majority-based
trust and this is able to restrict the number of reports that are
received. We include an algorithm that proposes how to integrate
these various dimensions of trust, along with experimentation to
validate the benefit of our approach, emphasizing the importance
of each of the different facets that are included. The result is an im-
portant methodology to enable effective V2V communication via
intelligent agents.

Index Terms—Intelligent agent, intelligent vehicles, multiagent
systems.

I. INTRODUCTION

W ITH the advancement in technology, more and more ve-
hicles are being equipped with global positioning sys-

tem and Wi-Fi devices that enable them to communicate with
each other, creating a vehicular ad hoc network (VANET). Var-
ious studies have established the fact that the number of lives
lost in motor vehicle crashes worldwide every year is by far the
highest among all the categories of accidental deaths [1]. It is
apparent that there is a dire need to enhance passenger and road
safety, which is precisely one of the goals of deploying vehicle-
to-vehicle (V2V) communication systems. Another supporting
goal is to be able to effectively route traffic through dense urban
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areas by disseminating up to date information regarding road
condition through the VANET. Network-on-wheels project [2],
GST, PreVent, and car-to-car consortium [3] among others, rep-
resent some of the ongoing efforts in the general domain of
vehicular networks.

Some car manufacturers have already started to fit devices
that will help to achieve the goals mentioned earlier. For exam-
ple, General Motors (GM) has rolled out V2V communication
in its Cadillac STS Sedans.GM’s proprietary algorithm called
“threat assessment algorithm” keeps track of the relative posi-
tion, speed, and course of other cars (also equipped with V2V
technology) in a quarter-mile radius and issues a warning to the
driver when a crash is imminent [4]. Similar prototypes by other
car manufacturers are currently in the testing phase, scheduled
to hit the markets over the coming years.

Even though the initial algorithms and protocols that are being
proposed by the car manufacturers are proprietary, it is believed
that the standardization efforts carried out by car-to-car con-
sortium [3] will help to define a common interface for V2V
communication technologies allowing its wide-spread use. Fol-
lowing this, it is very natural to assume that agent applications
will be deployed, whose main goal will be to assist the user in
various ways using V2V communication. One such example is
of an agent that gathers road congestion information and calcu-
lates the optimal route from a user’s origin to destination, thus
bringing utility to the user. In such a scenario, we can view cars
in a VANET as autonomous agents acting on behalf of their
owners, thus constituting a multiagent network.

The agent would represent the motives of car owners, who
might as well decide to behave selfishly every now and then. For
example, consider a user, who instructs his agent to report the
roads on his path as congested with the hope that other agents
would avoid using these roads, thus clearing the path. Therefore,
one important issue among others that may arise in VANETs is
the notion of trust among different agents. The goal of incor-
porating trust is to give incentives for these agents to behave
honestly and to discourage self-interested behavior. These de-
tails are captured through what is called a trust model. Defined
formally, “trust is a belief an agent has that the other party will
do what it says it will (being honest or reliable) or reciprocate
(being reciprocative for the common good of both), given an op-
portunity to defect to get higher payoffs” [5]. A closely related
notion called reputation is defined as the opinion or view of an
agent about another agent, i.e., either directly acquired from the
environment or from other agents and ultimately leads to build-
ing of trust [5]. Given the critical nature of agent applications

1094-6977/$26.00 © 2010 IEEE



408 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART C: APPLICATIONS AND REVIEWS, VOL. 41, NO. 3, MAY 2011

in the context of VANETs, it is crucial to associate trust with
agents and the data that they spread.

Modeling trustworthiness of agents in VANETs presents
some unique challenges. First of all, the agents in a VANET are
constantly roaming around and are highly dynamic. On a typical
highway, the average speed of a vehicle is about 100 km/h. At
high speeds, the time to react to an imminent situation is very
critical [6], therefore, it is very important for the agents to be
able to verify/trust incoming information very quickly. Second,
the number of agents in VANET can become very large. For
example, in dense urban areas, the average amount of vehicles
that pass through the network may be on the order of millions
and several thousand vehicles will be expected to be present
in the network at any given time. Also, this situation is exac-
erbated during the rush hours when, for example, majority of
the people commute to and back from work in a metropolitan
area. This may introduce several issues some of which include
network congestion—since vehicles are communicating on a
shared channel, information overload—resulting from vehicles
receiving a lot of data from the nearby vehicles in a congested
area, etc. Hence, there will be a need to have intelligent vehicle
communication systems that are scalable and can detect and
respond to these potentially hazardous situations by effectively
deciding with which agents to communicate [7].

Another key challenge in modeling trust in a VANET envi-
ronment is that a VANET is a decentralized, open system, i.e.,
there is no centralized infrastructure and agents may join and
leave the network any time, respectively. If an agent is inter-
acting with a vehicle now, it is not guaranteed to interact with
the same vehicle in the future [8]. However, a social network
of agents may still emerge (for example, a commuter pool of
agents). This suggests that agents may best manage their own
communication with other agents, as information is needed, in-
stead of relying on a centralized system for the management of
all the information.

Also, information about road condition is rapidly changing
in VANET environments, e.g., a road might be busy 5 min
ago, but now it is free, making it hard to detect if the agent
spreading such information is malicious or not. This also brings
out an important challenge that the information received from
VANETs needs to be evaluated in a particular context. The
two key context elements in VANETs are location and time.
Information, which is closer in time and location of an event is
of more relevance. We explain this in more detail in Section III.

Various trust and reputation models (e.g., [9] and [10]) have
been studied with reference to multiagent environments, how-
ever, given the unique characteristics of agents in VANETs, the
existing models cannot be applied directly. For example, sev-
eral trust and reputation models are built around the assumption
that the agents can have multiple direct interactions with other
agents, and hence, they fail when applied to VANETs. Key is-
sues with these models will be explained in a greater detail in
Section II.

The main goal of this paper is then to develop a framework
that can effectively model the trustworthiness of the agents of
other vehicles in VANETs. We propose a novel multifaceted
approach for modeling trust in VANET environments that in-

corporates role-, experience-, priority-, and majority-based trust
and is able to restrict the number of reports that are received from
other agents. Our expanded trust model is aimed to be decentral-
ized, location/time specific, event/task specific, able to cope with
the data sparsity problem, cumulative in order to be scalable,
sensitive to privacy concerns, and able to support system-level
security. We present the design of this model in detail, clarify-
ing how it meets various critical challenges for trust modeling
in VANET environments. We also step through a detailed pro-
cedure of computing trustworthiness of agents and generating
effective responses to information sent by these agents. We fi-
nally demonstrate its value in a simulated vehicular setting. The
result is an important first step toward the delivery of effective
intelligent vehicular communication, one that is sensitive to the
trustworthiness of the vehicular agents.

The rest of this paper is organized as follows. Section II
identifies some key areas, where existing models lack in their
applicability to VANETs. In Section III, we present the design
and implementation of our proposed expanded trust model for
VANETs. In Section IV, we describe the results of experiments
carried out in a simulated vehicular setting. In Section V, we
present some related work, and finally, Section VI provides the
conclusion and future work.

II. KEY ISSUES WITH EXISTING TRUST MODELS

In this section, we identify some of the key issues with the
current trust models proposed for multiagent systems that render
them ineffective, completely or to a certain degree, when taken to
the domain of VANETs. The discussion of these issues inspires
the design and implementation of our particular framework for
effectively modeling trust of agents in VANET environments.

A. Trust Emerging From Multiple Direct Interactions Between
Agents

Many trust models proposed in literature have an underlying
assumption that agents interact multiple times with each other
over a period of time. In learning and evolutionary models of
trust, such as those presented in [9]–[14], an agent learns to trust
(or distrust) another agent based on its past interactions with an-
other agent. If the past interactions with a particular agent have
been particularly rewarding, the other agent would then learn
to associate a higher trust value resulting in a higher chance of
future interactions with this agent. However, if a certain agent is
known to defect over the past interactions, the other agent will
choose not to deal with it in the future, thus representing a lower
(learned) value of trust. For a more concrete example, the model
of Tran [14] is presented for the domain of multiagent-based
e-marketplaces.They have buying agents, who use reinforce-
ment learning to determine with which selling agents to do
business, in order to maximize the buyers’ expected profit. They
also have selling agents, who use the same learning method to
maximize the sellers’ profit by adjusting product prices and al-
tering product quality offered to different buyers. To avoid doing
business with possibly dishonest sellers, buyers in the market
determine the trustworthiness of the sellers using an incremental
updating approach, after the true value of delivered products is
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evaluated and compared to the buying agent’s expected value
for the products. This approach updates the trustworthiness of
sellers based on their previous trust values after examination of
goods. The trustworthiness of sellers will be reliably learned
after buyers have had multiple direct interactions with sellers.

In these models, having multiple direct interactions among
agents is the key to establishing trust and in learning to evolve
strategies over time. However, in highly dynamic and open mul-
tiagent systems, such as VANETs, it is not logical to expect that
this assumption will hold. Therefore, while it may be valuable
to incorporate an element of direct experience in VANET en-
vironments (e.g., for the case of vehicles following the same
road on a regular basis, as commuters), the trust models, whose
success depends on a certain minimum number of direct inter-
actions between the agents, are not sufficient for the domain of
VANETs.

As we argued earlier, effective trust establishment should not
be contingent upon a minimum threshold for direct interactions.
However, a trust model for VANET should still be able to ef-
fectively take into consideration any data available from direct
interactions (even though it might happen just once). The evi-
dence from direct interactions, whenever available, can be very
easily incorporated into trust calculation as part of our multi-
faceted framework that will be described in Section III.

B. Degree of Knowledge About the Environment

Majority of the learning and evolutionary models of trust
presented in the literature for multiagent systems, such as
[11]–[13], [15], assume complete information about other
agents and the system (e.g., strategies, payoff matrix, etc.) in
order to make their trust learning algorithms work. This as-
sumption might hold in certain restrained scenarios (such as
controlled simulations), but is simply not true in VANETs, where
agents are inherently limited in their capacity to gather infor-
mation from other agents or the environment. Though this issue
arises in any multiagent environment, where there is some de-
gree of uncertainty about other agents and the environment, we
believe that it is of far more concern in the domain of trust
for VANETs and we also attribute it to the rapidly changing
dynamics of the agents/environment in the context of VANETs.

Most of the trust and reputation models are proposed for the
domains, such as e-marketplaces, chat rooms, online auctions,
etc., where the environments are rather stable, i.e., the number
of agents present remains more or less constant. These models
assume a static environment or allow limited dynamism if at
all [12], [16]–[20]. Certain models [9], [21], [22] have been
proposed to deal with this issue to some extent. For example, the
Bayesian network-based model of Regan et al. [9] considers a
particular scenario, where buying agents trying to choose selling
agents based on the opinions of other buying agents (advisors)
that have had past interactions with the selling agents. They
propose that the evaluation function used by the advisors in
reporting the ratings of the sellers can be learned over time by
the buying agent, and then, can be used to produce a personalized
reinterpretation of the ratings reducing the effects of a buyer’s

subjectivity and deception and the change in buyer and seller
behavior.

However, we believe that these models still lack in their ap-
plicability to VANETs essentially because of the rate at which
agents are moving around (average 100 km/h) and joining or
leaving the network is unparalleled to any other setting. Fur-
thermore, none of these models have been shown to work (or
not to work) for VANETs. We propose that any good trust model
for VANETs should introduce certain dynamic trust metrics us-
ing which it can capture the changes in the environment by
allowing an agent to control trust evaluation depending on the
situation at hand [23], [24]. We discuss such dynamic metrics
in Section III.

C. Exploiting the Social Network

Various reputation models [17], [19], [20], [25], [26] that have
been presented over the past exploit in one way or another, the
notion of social network, i.e., the concept of group or neigh-
bor. A model of trust based on individual and group ratings
is presented by Wang and Vassileva [19] for establishing trust
among interest-based communities in peer-to-peer file sharing
networks. The particular application that they explore is shar-
ing academic research papers with other agents in the network.
Agents share research papers along with their ratings regarding
the quality of paper. Other agents can then search the network
for papers and select based on the ratings. To exploit the social
network, agents can create communities based on their interest,
and then, invite other agents to join the community that they
deem trustworthy and possibly have the same level of interest
and knowledge. Here, the notion of trust is the ability of an agent
to share high-quality research papers. An agent A trusts an agent
B, if over the past agent A has liked the papers shared by agent
B and found the ratings associated with the paper similar to
the ratings in its own view. Similarly, this notion is extended
for trust between an agent and a community. They have also
provided mechanism to calculate and update trust in agents as
well as aggregated trust of a community.

The success of these reputation models depends on the ex-
istence of certain connections between the agents in order to
be able to reliably gather opinions from them and ultimately
associate trust with the unknown agents (or to gradually build
a model of the social network itself). However, given the in-
herently temporary nature of relationships in VANETs, it is not
logical to expect that we would be able to define any meaningful
relationship between different agents, thus rendering all of these
reputation models ineffective to certain extend.

Though the reputation models mentioned earlier cannot be di-
rectly (and completely) applied to the agents in VANETs mainly
because there are no long-term relationships (or connections)
between agents, we believe that the trust models for VANETs
can exploit certain predefined roles that are enabled through
the identification of agents (vehicles). For example, agents can
put more trust in certain agents as compared to others, e.g.,
in agents identified as law enforcing authorities or owned by
government [24]. We discuss these roles and how they can be
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incorporated in our expanded trust model for VANETs in more
detail in Section III.

D. Role of Central Entities

Some of the reputation models and security mechanisms de-
pend on a central entity (or authority) to gather and aggregate
opinions or to authenticate an agent based on a certificate from a
central certification authority (CA). However, in a decentralized
open system, such as VANETs, the assumption to have a cen-
tral authority that is accessible to and trusted by all the agents
will not hold. Even if for a moment, we assume that we can
implement a central CA that overlooks all the agents present in
the VANET, given the number of agents expected to be present
in the network, the certification list will grow to the extent that
authenticating an agent by consulting this central authority (i.e.,
searching the list of certificates) in real time would become
infeasible not to mention that some models require consulting
multiple authorities.

We propose that trust establishment should be fully decen-
tralized to be applicable to the highly dynamic and distributed
environment of VANETs [20], [21], [23]. If the use of certifi-
cates is desired (for referrals), that should be done in a totally
decentralized manner among the vehicles themselves [16], [21].
Mass and Shehory [21] provide a model that on seeing a cer-
tificate enables a third party (or agent) to assign specific roles
to the agents in the system. Based on their roles, the agents are
then supposed to carry our certain duties and are expected to
abide by certain policies. In this scenario, any agent can act as
a certificate issuer, and thus, role assignment is achieved in a
distributed fashion.

In our case, we might have to involve the car manufactur-
ers, or transportation authorities to issue these certificates at the
manufacture or registration time, respectively. Also, there would
be a need to store these certificates in a way that they cannot be
manipulated or tampered with [27]. The detailed implementa-
tion of this will be further discussed in Section III, along with
the brief mention of privacy concerns.

III. EXPANDED TRUST MANAGEMENT

In this section, we first present the design of our expanded
trust management for modeling trustworthiness of agents and
aggregating their feedback in VANET. We highlight some key
properties that our management is aimed to have, in order to be
particularly suitable for the problem domain of VANET. Then,
we step through a detailed procedure of computing experience-,
role-, and priority-based trust, and finally, the majority feedback
and associated confidence values.

A. Design

From the discussion in previous sections, it becomes apparent
that no single trust or reputation mechanism can work partic-
ularly well for the challenge of modeling trust effectively for
VANET environments. Instead of just having one or two trust
metrics for evaluating trust, there is a need to have several differ-
ent trust metrics with various key properties in order to capture

Fig. 1. Expanded trust management.

the complexity that arises between interacting agents in VANET.
We propose that in order to derive a rather complete and com-
prehensive view of trust for agents in VANET, we will need to
integrate security solutions (at the system level) for trust man-
agement, i.e., secure storage of role identities for role-based
trust in our proposal.

Fig. 1 illustrates the design of our expanded trust manage-
ment. The core of the management is grouped by the dashed
rectangle in the middle. This core consists of two parts. One
part maintains trustworthiness of agents in order for trusted
agents (advisors) to be chosen to ask for their feedback. More
specifically, in this part, the trustworthiness of agents is modeled
based on role- and experience-based trust, which are both com-
bined into the priority-based model that can be used to choose
proper advisors.

Our role-based trust exploits certain predefined roles that are
enabled through the identification of agents (vehicles). For ex-
ample, agents can put more trust in certain agents as compared
to others, i.e., agents identified as law enforcing authorities or
owned by government [24]. Our experience-based trust repre-
sents a component of trust that is based on direct interactions.
It is in the same spirit of incorporating evidence from direct
interactions into trust calculation through interaction trust as
proposed by [16] or the individual dimension of trust in the
model as proposed by [17]. Implementation and formalization
of these two trust metrics will be presented in Section III-C.

The other part of the core is a majority-opinion approach to
aggregate feedback from selected advisors. Detailed procedures
for these processes will be further discussed in Section III-C.
More importantly, our management of trust has several key
properties represented by rectangles around the core in the fig-
ure. Our trust management is aimed to be decentralized, loca-
tion/time specific, event/task specific, able to cope with the data
sparsity problem, cumulative in order to be scalable, sensitive
to privacy concerns, and able to support system-level security.
These properties will be extensively discussed in Section III-B,
respectively. Note that the property of system-level security is
mentioned in different places, where we discuss other prop-
erties and our model, i.e., secure storage of role identities in
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Section III-B1, verification of time/location of reported events
in Section III-B3, and identification of agents’ roles in
Section III-C3.

The outcome of our trust management is aggregated feedback
for a certain request/event and an associated confidence value
for it. The aggregated feedback is eventually affected more heav-
ily by highly trusted advisors. The value of confidence would
depend on the reliability of estimated experience-based trust of
each other agent and the maximum accept error rate for the ag-
gregated feedback. In general, a higher value of confidence, i.e.,
a value closer to 1, would result from considering more evidence
or metrics having high reliability, for a fixed error rate. We can
view confidence as a parameter that adds another dimension-
ality to the output generated by the model allowing the agent
applications to have a richer notion of trust, and finally, decide
how to react on the reported event. Our notion of confidence is
somewhat tantamount to the notion proposed in [16] and [22].

B. Key Properties

We provide here detailed discussion of the seven key prop-
erties that our trust management incorporates. These properties
guide our design of the expanded trust management, which can
be applied to the problem of trust management in VANET.

1) Decentralized Trust Establishment: Models, which de-
pend on a central entity for the reliable establishment of trust are
not desirable for the domain of VANET because of its highly dis-
tributed property. Therefore, we propose that trust establishment
should be fully decentralized to be applicable to the highly dy-
namic and distributed environment of VANETs [21], [23], [28].

Our experience-based trust model makes use of agents’ direct
interactions to update one agent’s belief in the trustworthiness of
another. This one-to-one interaction can easily be implemented
in a distributed manner. Our role-based trust can also be done in
a totally decentralized manner among the vehicles themselves.
For this to work, we may involve the car manufacturers, or
transportation authorities to issue certificates at the manufac-
ture or registration time, respectively. For example, we could
use a public–private key infrastructure (PKI) for verifying each
other’s roles implemented in a distributed manner.1 Also, there
would be a need to store these certificates and keys in a way that
they cannot be manipulated or tampered with, to archive high
security. To this end, researchers [27], who have done studies
with the goal of securing VANET communications have unan-
imously proposed the use of a tamper proof device that stores,
e.g., the cryptographic keys issued by authorities. If any attempt
to tamper the device is made, the keys are destroyed automat-
ically stripping the agent from its ability to communicate with
other agents, thus effectively destroying its means of deriving
any utility at all.

2) Coping With Sparsity: Effective trust establishment
should not be contingent upon a minimum threshold for direct
interactions. As we have described at several places, it should
not be expected that an agent in VANET would possibly interact

1Note that PKI is important in this distributed environment, for example,
when dealing with the problems, where several drivers may share a single car
and the driver of a car will be changed upon selling the car.

with the same agent more than once. However, it is important
to clarify here that the trust models should still be able to ef-
fectively take into consideration any data available from direct
interaction (even though it might happen just once). Thus, in
a scenario, where the number of agents that are able to spread
information has gone down to the extent that the condition of
information scarcity or a total lack of information is prevalent,
any data might be termed valuable. In the trust calculation, the
weight for the data can be raised in this scenario, while it may
have a lower default value, to cope with the data sparsity prob-
lem in VANET.

We also have the role-based trust approach to distinguish
trustworthy agents from untrustworthy ones to some extent.
When an experience-based trust approach is used, inspired by
the work in [29] and [30], we also introduce the idea of allowing
agents to send testing requests to deal with sparsity. The senders
of these testing requests basically know the solution to these
requests in advance. Imaging a group of agents driving in a city
from one location to another, they remain in contact range for
a certain period of time. These agents can send testing requests
to each other and evaluate their feedback. Trust between them
can then be established through the experience-based trust in
our management model.

3) Event/Task and Location/Time Specific: Since the envi-
ronment of the agents in VANET is changing constantly and
rapidly, a good trust model should introduce certain dynamic
trust metrics, capturing this dynamism by allowing an agent
to control trust management depending on the situation at
hand [23], [24]. Here, we separately deal with two particularly
important dynamic factors in the context of VANETs, event/task,
and location/time.

Agents, in general, can report data regarding different events,
e.g., car crashes, collision warnings, weather conditions, in-
formation regarding constructions, etc. Our trust management
should, therefore, be event/task specific. For example, some of
these tasks may be time sensitive and require quick reaction
from the agent that receives them. In this case, this agent can
only consult a very limited number of other agents to verify
whether the reported information is true. In another case, re-
porting agents having different roles in VANET may have more
or less knowledge in different types of tasks. For example, a
police may know more about car crash information, while city
authorities may know more about road construction informa-
tion. Thus, our role-based trust should be task specific. One way
to implement this in our role-based trust model is to have a set
of events associated with a set of roles of agents (e.g., law en-
forcement and municipal authorities). This information can be
obtained from a transportation authority and be used later for
an agent to choose particular other agents to consult regarding
a particular event. Our experience-based trust is also event spe-
cific. An agent updates the reporting agent’s trust by taking into
account the type of the reported event. For example, life-critical
events will certainly have more impact on the reporting agent’s
trust.

We also note that location and time are another two particu-
larly important dynamic metrics. For example, if the origin of a
certain message is closer to the location of where the reported
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event has taken place, it might be given a higher weight, relying
on the underlying assumption that an agent closer to the event
is likely to report more realistic data about the event (given
that they are not malicious themselves). Similarly, we can apply
this concept to time. If the message reporting a certain event is
received closer to the time when the reported event has taken
place (e.g., message indicating a road is free right now, com-
pared to one reported by an agent, who observed it half an hour
ago), it might be allowed a higher weight in trust calculation.
Another suggestion that naturally follows from time-based trust
is that, since the relevance of data in VANET is highly depen-
dent on when it was received, it would make sense to assign a
decay factor to the message. The message further away from the
time of evaluating trust would be assigned a lower weight. In
other words, we should decay the impact of message relative to
the time of the trust evaluation. The decay factor is somewhat
analogous to the time-to-live (TTL) field used in IP packets.

The first issue that may arise with calculating time- or
location-specific trust is how to get location and time of the
actual event. We expect that whenever a report regarding an
event is generated to be shared among other agents, it will hint
to the time at which this event has taken place, giving us the
required time information. Also, we assume that every agent
while transmitting the report, appends its location with the re-
port. The next issue is to verify whether the time and location
information contained within a report is real or spoofed. With
this regard, Golle et al. [31] have proposed a method to accu-
rately estimate the location of nearby agents. However, complete
treatment of this issue is beyond the scope of this paper. Now the
next task would be to actually use the location/time information
in trust management. In the calculation of subjective reputation
as proposed by [17], they use a weighted sum of trust values
suggesting that the weights should be adjusted such that higher
weights are assigned to the agents closer to the agent, which is
calculating trust. In a similar fashion, we can extend their model
by instead of defining the closeness between agents; we define
the location closeness between the actual event and the agent
reporting this event. For the time-based trust, a similar calcula-
tion can be done by modifying the notion of time closeness as
that between the time when the event has taken place and that
of receiving the report.

4) Scalable: Scalability is an important aspect in trust man-
agement in VANET environments. In our system, each agent
consults only a number of other trusted agents. This number can
be fixed or slightly updated with the changes in, for example,
VANET size or the task at hand. However, it is always set to a
value small enough to account for scalability.

Establishing trust in VANETs using experience-based trust
requires each agent to store the history of past interactions with
other agents and to compute their trust based on that informa-
tion. For the purpose of being scalable, our experience-based
trust model updates agents’ trustworthiness by accumulatively
aggregating agents’ past interactions in a recursive manner, sim-
ilar to [32]. The computation of our experience-based trust is
thus linear with respect to the number of interactions, and only
the most recent trust values are needed to be stored and used for
computation. This design makes our trust management scalable.

5) Sensitive to Privacy Concerns: Privacy is an important
concern in a VANET environment. In this environment, the
revealing of a vehicle owner’s identity (e.g., the owner’s home
address) may allow a possibly malicious party to cause damage
to the owner. Our trust management could be integrated with a
PKI allowing agents to authenticate each other. In our system,
when an agent sends a report to another agent, the sender would
need to authenticate itself to the receiver that it has a certain role.
We may additionally introduce methods as in [33] to also allow
for the changing of keys. How best to address privacy issues is
not the primary focus of our paper and we leave this for future
investigation.

C. Computation Procedure

In this section, we briefly outline the procedure taken by
an agent to make a decision for a (requested) task/event by
aggregating reports about this task from other trusted agents
and to update their experience-based trust values afterward.

1) Scenarios: An agent in a VANET environment may pas-
sively wait for other agents to send reports about an event. In
many scenarios, the agent will instead actively send a request
to a list of trust neighboring agents to inquire about a task. A
sample message would be “Is road X congested with traffic?,”
expecting a yes/no response from the other agents being asked.
Once it receives a report about an event from another agent, it
may trust the information if it has high confidence that the report
sender can be trusted. Otherwise, it may need to verify (double
check) if the information given by the sender is reliable by ask-
ing other trusted agents. In both scenarios, the agent will need
to aggregate senders’ reports. Values calculated in this manner
can then be used by the agent to decide whether to believe a par-
ticular report and take corresponding actions. For this purpose,
each agent in our system keeps track of a list of other agents.2

This agent updates all senders’ trustworthiness report after the
truth of their reported events is revealed. The aforementioned
two processes of aggregating reports and updating trust will take
into account the context in general, this agent’s notion of which
other agents it is interacting with, the notion of which group the
other agents belong to or the roles assigned to the other agents,
the time of reported event together with the time of message
arrival, the relative locations of the other agents, and the actual
contents of the message to evaluate task/event-specific trust, etc.
Next, we provide detailed description and formalization of each
step in our computation procedure.

2) Computation Steps: Four elements are incorporated into
our overall trust management as its core, shown in Fig. 1:
1) experience-based trust; 2) role-based trust; 3) majority opin-
ion (or social network of trust); and 4) priority-based trust. Our
computation procedure consists of four steps.

Step 1: Depending on the task at hand, set a value n = number
of agents, whose advice will be considered. This incorporates
task-based trust. For example, if you need a very quick reply,

2The number of the other agents depends on the agent’s capability and re-
source limit. With high-computation power and large memory size of a computer
equipped in car, the capacity should be fairly large.



MINHAS et al.: MULTIFACETED APPROACH TO MODELING AGENT TRUST 413

you may limit n ≤ 10; if you are planning ahead and have time
to process responses, n could potentially be larger.3

Step 2: Using n, construct an ordered list of agents to ask.
The list will be partitioned into groups as follows4:

⎡
⎢⎢⎣

G1 : a11 , a12 , a13 , . . . , a1k

G2 : a21 , a22 , a23 , . . . , a2k
...

...
...

...
...

...
Gj : aj1 , aj2 , aj3 , . . . , ajk

⎤
⎥⎥⎦

where jk = n. This priority list is ordered from higher to lower
roles, for example, G1 being the highest role. Within each group
of agents of similar roles, the group is ordered from higher
(experience-based) ratings to lower ratings. Thus, aij repre-
sents the agent in role class i that is at the jth level of expe-
rience, relative to other agents at that level. Hence, role- and
experience-based trust are combined into this priority-based ap-
proach. These two trust metrics will be further discussed later
in this section.

Step 3A: When an agent requires advice, the procedure is to
ask the first n agents the question, receive the responses, and
then, perform some majority-based trust measurement.

Step 3B: The processing of the responses is as follows: if
there is a majority consensus on the response, up to some tol-
erance that is set by the asker (e.g., I want at most 30% of the
responders to disagree), then this response is taken as the advice
and is followed. We will formalize this majority-based trust in
Section III-C5.

Step 3C: Once this advice is followed, the agent evaluates
whether this advice was reliable, and if so, personal experience
trust values of these agents are increased; if not, personal ex-
perience trust values of these agents are decreased. Detailed
formalization of this process will be given in Section III-C4.

Step 3D: If a majority consensus cannot be reached, then re-
quiring majority consensus for advice is abandoned. Instead, the
agent relies on role- and experience-based trust (e.g., taking the
advice from the agent with highest role and highest experience
trust value).5

Step 4: In order to eventually admit new agents into consider-
ation, when advice is sought, the agent will ask a certain number
of agents beyond agent an in the list. The responses here will
not count toward the final decision, but will be scrutinized in
order to update personal experience trust values, and some of
these agents may make it into the top n list, in this way.

Algorithm 1 is a pseudocode summary of the proposed al-
gorithm. Note that this pseudocode covers the main scenario,
where an agent actively requests other agents for advice and
does not include the exploration/testing step (see Step 4).

3For example, the number of agents available to ask in total is known, each
agent could establish a preference for asking a certain percentage of those agents,
when a large number is desired.

4There is no need for each group to have the same number of elements. We
provide here only a simplified example.

5Note that an additional motive for modeling the trustworthiness of a variety
of agents is to be able to learn about these agents for future interactions, for
example, in the calculations of experience-based trust and majority-opinion
trust.

3) Role-Based Trust: Our role-based trust exploits certain
predefined roles assigned to all agents in the system. The under-
lying assumption here is that the agents identified by authorities
are more closely monitored and are expected to behave in a
certain way. We can also conceptualize roles as an expected be-
havior of a certain group or class of agents, where all the agents
belonging to a group would behave similarly. We propose a
role-based approach because the expected number of possible
roles and the rules to assign these roles would be very few in
the domain of VANETs, and thus, can be manually managed
and/or updated by a trusted authority. Note that the concept
of seniority (expertise in a certain context/task, for instance)
could be incorporated into role-based trust, as mentioned in
Section III-B3.

To demonstrate our role-based approach, let us consider a
simple system that recognizes the following four different roles
listed in decreasing order6, i.e., from the highest role to the
lowest one: 1) authority; 2) expert; 3) seniority; and 4) ordinary.
Each role level may also be associated with a trust value Tr ∈
(0, 1), where higher level roles have larger Tr values. The rules
for assigning and authenticating these roles can be structured as
follows.

1) Agents representing authorities, such as traffic patrols,
law enforcement, state or municipal police, etc., assume
the authority role.

2) Agents specialized in road condition related issues, such as
media (TV, radio, or newspaper) traffic reporters, govern-
ment licensed, and certified instructors of driving school,
etc., receive the expert role.

3) Agents familiar with the traffic or road conditions of the
area in consideration, e.g., local people, who commute to
work on certain roads or highways or have many years of
driving experience with a good driving record (e.g., taxi
drivers), are given the seniority role.

4) All other agents are considered having the ordinary role.
All agents should possess certificates issued by a trusted cer-

tificate authority for identification purposes. Note that we need

6Our experience-based trust may be helpful for role categorization. When
agents have sufficient experience-based trust information about each other, they
may report this information to a trusted authority (i.e., the transportation depart-
ment of government). A mapping between agents’ real-world profiles and their
trustworthiness can then be derived for helping categorize their roles.
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a way for an agent to tell if another agent is indeed having the
role that he is claiming to have. One possible solution to this
problem is to make use of public key certificates in an asymmet-
ric cryptosystem as follows. Each agent should have a public
key certificate, which can simply be a document containing
the agent’s name, his role, and his public key. That document
is signed by a trusted certificate authority (with the certificate
authority’s private key) to become the agent’s public key certifi-
cate. Everyone can verify the authority’s signature by using the
authority’s public key. Now, when agent A sends a message to
agent B, A must sign the message with his private key. B then
can verify (using A’s public key) that the message was truly sent
by A. Alternatively, a central authority (trusted third party) can
be used to verify the agent’s role and to authenticate trust, for
agent B.

4) Experience-Based Trust: We track experience-based trust
for all agents in the system, which is updated over time, de-
pending on the agent’s satisfaction with the advice given, when
asked. As mentioned in the previous section, our experience-
based trust is cumulative in the sense that it updates agents’
trust recursively. Thus, only the most recent trust values and the
number of interactions between agents are needed to be stored
in the system, to make the system scalable. We here formalize
the computation of this trust.

If we define the range of all personal experience trust values to
be in the interval (−1, 1), where 1 represents absolute trust and
−1 represents absolute distrust, then we can use the following
scheme to update an agent’s personal experience trust value, as
suggested by [14].

Let TA (B) ∈ (−1, 1) be the trust value indicating the extent
to which agent A trusts (or distrusts) agent B according to A’s
personal experience in interacting with B. After A follows an
advice of B, if the advice is evaluated as reliable, then the trust
value TA (B) is increased by

TA (B) ←
{

TA (B) + α(1 − TA (B)), if TA (B) ≥ 0
TA (B) + α(1 + TA (B)), if TA (B) < 0 (1)

where 0 < α < 1 is a positive increment factor.
Otherwise, if B’s advice is evaluated as unreliable, then

TA (B) is decreased by

TA (B) ←
{

TA (B) + β(1 − TA (B)), if TA (B) ≥ 0
TA (B) + β(1 + TA (B)), if TA (B) < 0 (2)

where −1 < β < 0 is a negative decrement factor.
The absolute values of α and β are dependent on several

factors because of the dynamics of the environment, such as
the data sparsity situation mentioned in Section III-B2 and the
event/task-specific property mentioned in Section III-B3. For
example, when interaction data is sparse, these values should
be set to be larger, giving more weights to the available data.
For life-critical events (i.e., collision avoidance), |α| and |β|
should be larger, in order to increase or decrease trust values
of reporting agents more rapidly. Also note that we may set
|β| > |α| by having |β| = μ|α| and μ > 1 to implement the
common assumption that trust should be difficult to build up,
but easy to tear down. Setting α too generously possibly results
in being too trusting of certain agents. Setting β too harshly

may result in reducing the number of agents being trusted. In
certain environments, we may need to be very defensive; this,
however, is not always the case. We should be able to learn,
through experience, whether we need to adjust the values set for
α and β (i.e., we are being too generous or too harsh).7

We also incorporate a forgetting factor λ (0 < λ < 1) in (1)
and (2), allowing A to assign less weight to older interactions
with B. This is to cope with the possible changes of B’s behavior
over time. If we define t as the time difference between the
current interaction and the previous one,8 the equations then
become

T ←
{

λt(1 − α)T + α, if T ≥ 0
λ−t(1 + α)T + α, if T < 0 (3)

T ←
{

λt(1 − β)T + β, if T ≥ 0
λ−t(1 + β)T + β, if T < 0 (4)

where we substitute TA (B) by T for the purpose of clarity. The
trust values A has of B will increase/decrease more slowly than
those in (1) and (2) because older interactions between them are
discounted and have less impact on the current trust values.

The number of interactions between agents A and B, NA (B),
should also be discounted accordingly. This can also be done
recursively as follows:

NA (B) = λtNA (B) + 1. (5)

Note that the experience-based formulas are also valuable to
cope with agents, who try to build up trust, and then, deceive.
Once deception is detected, trust can be torn down quite quickly.
Note that penalizing dishonesty more severely also acts as a
disincentive for agents to simply gather reports from others and
report them, in an effort to boost their trustworthiness. Since it
is possible this information may be inaccurate, this strategy runs
the risk of severely destroying trustworthiness.

5) Majority Opinion and Confidence: Suppose agent A in
VANET receives a set of m reports R = {R1 , R2 , . . . , Rm}
from a set of n other agents B = {B1 , B2 , . . . , Bn} regarding
an event. Agent A will consider more heavily the reports sent by
agents that have higher level roles and larger experience-based
trust values. When performing majority-based process, we also
take into account the location closeness between the reporting
agent and the reported event, and the closeness between the
time when the event has taken place and that of receiving the
report. We define Ct (time closeness), Cl (location closeness),
Te (experience-based trust), and Tr (role-based trust). Note that
all these parameters belong to the interval (0, 1) except that Te

needs to be scaled to fit within this interval.
We denote B(Rj ) as a set of agents reporting a same re-

port Rj ∈ R (1 ≤ j ≤ m), and B(Rj ) ⊆ B. For each agent Bi

(1 ≤ i ≤ n and m ≤ n) belonging to B(Rj ), we aggregate the
effect of its report according to the aforementioned factors. The

7For an agent to precisely set α and β , further insight may be gained from [14],
which provides proofs for avoiding infinite harm, for the case of trust modeling
in e-marketplaces.

8The value of t may be scaled within the range of [0, 1]. This can be achieved
by setting a threshold tm ax of the maximum time for an agent to totally forget
the experience happened at the time, i.e., tm ax prior to the current time.
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aggregated effect E(Rj ) from reports sent by agents in B(Rj )
can be formulated as follows:

E(Rj ) =
∑

Bi ∈B(Rj )

max(Te(Bi), Tr (Bi))
Ct(Rj )Cl(Bi)

. (6)

In this equation, experience- and role-based trust are discounted
based on the two factors of time and location closeness. The
summation is used to provide the aggregated effect of the re-
porting of the agents.

Note that location closeness Cl(Bi) depends only on the
location of agent Bi . It can be formulated as follows:

Cl(Bi) = λ′−�d(Bi ) (7)

where λ′ is a discounting factor, and �d(Bi) is the distance
between the location of agent Bi and the location of where the
reported event has taken place. Time closeness Ct(Rj ) depends
on the time of receiving the report Rj . It can be formulated as
follows:

Ct(Rj ) = λ′−�t(Rj ) (8)

where �t(Rj ) is the interval between the time of receiving the
report Rj and the time when the reported event has taken place.
Ct(Rj ) can also be written as Ct(Bi) because we can assume
that each report is sent by an unique agent in possibly different
time.

To consider the effect of all the different reports, the majority
opinion is then

M(Rj ) = arg max
Rj ∈R

E(Rj ) (9)

which is the report that has the maximum effect, among all
reports.

A majority consensus can be reached if

M(Rj )∑
Rj ∈R E(Rj )

≥ 1 − ε (10)

where ε ∈ (0, 1) is set by agent A to represent the maximum
error rate that A can accept. A majority consensus can be reached
if the percentage of the majority opinion (the maximum effect
among different reports) over all possible opinions is above the
threshold set by agent A.

If the majority consensus is reached, the majority opinion
is associated with a confidence measure. This measure takes
into account the number of interactions taken for modeling
experience-based trust values of reporting agents and the max-
imum accepted error rate ε. We define N(Rj ) as the aver-
age of the discounted number of interactions used to estimate
experience-based trust values of the agents sending the majority
report Rj calculated using (5). The Chernoff bound theorem [12]
provides a bound for the probability that the estimation error of
the majority opinion exceeds a threshold, given the number of
interactions. The confidence of the majority opinion can thus be
calculated as follows:

γ(Rj ) = 1 − 2e−2N (Rj )ε2
. (11)

Fig. 2. Simulating VANET using SWANS simulator with STRAW mobility
model.

IV. EXPERIMENTAL EVALUATION

In this section, we present preliminary evaluation of our
trust model. We use scalable wireless ad hoc network simu-
lator (SWANS, jist.ece.cornell.edu) with street random way-
point (STRAW) mobility model [34]. SWANS is entirely imple-
mented in Java and can simulate networks with potentially thou-
sands of nodes (agents), while using incredibly small amount
of memory and processing power. STRAW allows to simulate
real-world traffic by using real maps with vehicular nodes that
follow rules, such as speed limits, traffic signals, stop signs, etc.

We use a map of North Boston, MA. Fig. 2 shows a snapshot
of one of our simulation runs. The bold lines are the extracted
road segments from the map. The small rectangles labeled by
integers represent vehicles running on the streets. For all our
experiments, we fix the total number of vehicles to 100 and run
the simulation for a total duration of 900 s of simulation frame-
work time. Note that, in this paper, we only experiment with
the role- and experienced-based dimensions of our trust model,
while leaving more comprehensive experimental evaluation for
future work.

A. Performance Metric

One of the applications of V2V communication is to be able
to route traffic effectively through the VANET and to avoid
congestion or hot spots. Malicious agents in the network may
send untruthful traffic information, to mislead other agents, and
cause traffic congestion. We measure the performance of our
proposed trust model by observing to what extent it can cope
with deceptive information sent by malicious agents. According
to [34], we can measure congestion based on the average speed
of vehicles. Lower average speed implies more traffic conges-
tion. The performance of our model can then be measured as
the increase in average speed of all agents by incorporating our
model under the environment, where malicious agents exist.

B. Results

We present experimental results to clearly show the value
of different trust metrics integrated in our expanded trust man-
agement and to demonstrate that the combined one is the most
effective.

1) Effect of Liars on Average Speed: In our first experiment,
we vary the percentage of malicious nodes in the environment



416 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART C: APPLICATIONS AND REVIEWS, VOL. 41, NO. 3, MAY 2011

Fig. 3. Average speed of all cars when there are different percentages of liars.

and measure the change in average speed of the vehicles in the
network. We choose a lying strategy for the malicious nodes,
where they always lie about congestion on a particular road
segment, i.e., report congestion when there is no congestion and
vice versa. We present the results in Fig. 3. As expected, average
speed of vehicles in the network decreases as the percentage of
liars increases.

2) Countering Liars With Role-Based Trust: Next we exper-
iment with role-based trust, where we introduce some agents
in the environment with the role of authorities, as mentioned in
Section III-C3. In our simulation, authorities are assumed to be
always trustworthy. In the first experiment, we present a baseline
for role-based trust, where we use only the role-based dimen-
sion of our trust model, without majority opinion or priority.
We fix the number of authorities to be five and vary the number
of malicious agents from 0% to 80%. Results are presented in
Fig. 4 labeled as baseline. The average speed of all cars is im-
proved for any number of malicious agents as compared to the
case, where there are no authorities present in the system. Next
we conduct an experiment, where we use role-based trust along
with priority and majority opinion. We fix the number of author-
ities to five. These results are also presented in Fig. 4 labeled
as five authorities. We see a further improvement in the average
speed of cars, for all cases, as compared to the baseline case,
showing the effectiveness of role-based trust. This experiment
also shows that if we have even a small number of agents with
a role of authority in the system, we can still effectively cope
with an increasing percentage of malicious nodes. In the next
experiment, we fix the number of malicious agents to be 40%,
and then, vary the number of agents with the role of authority
between 0 and 40. These results are presented in Fig. 5. With
an increase in the number of authorities in the environment, the
overall average speed of the nodes increases, countering the ef-
fect of malicious agents. This further shows the effectiveness of
role-based trust in our model.

3) Countering Liars With Experience-Based Trust: In this
experiment, we employ only the experience-based dimension
of trust. We vary the percentage of liars and measure the over-
all average speed of vehicles. For this experiment, we run the
simulation for 900 and 1800 s. As we can see from Fig. 6, us-
ing experience-based trust results in an increase in the average
speed of vehicles. This trend is consistent for all percentages of
liars in the system, which shows that experience-based trust is
able to cope with the lying behavior of malicious agents.

Fig. 4. Average speed of all cars with role-based trust.

Fig. 5. Average speed of all cars when there are different numbers of
authorities.

Fig. 6. Average speed of all cars with experience-based trust.

Note that for the 900-s case, the performance of our trust
model, namely the speed of vehicles, is averaged over the total
duration of only 900 s of the simulation framework time. At
the beginning of the simulation, an agent does not yet have
any experience with other agents. This explains the model’s
moderate performance during this early period. When we run
the simulation for 1800 s, experience-based trust shows much
better performance as compared to the 900-s case. This is to be
expected because the longer we run the simulation, the more
experience an agent has with other agents, thus it can more
effectively cope with the lying behavior of other agents.

Fig. 7 shows the number of lying agents detected over the
duration of a simulation using experience-based trust. In this
experiment, the simulation is run for 900 s, and the number
of liars is fixed to 40%. On the x-axis, we have the elapsed
time in seconds, and on the y-axis, we have the number of liars
detected. At the beginning of the simulation, an agent does not
yet have any experience with other agents. This explains the
relatively low number of detections during the time 0–100 s.
As the simulation progresses, each agent gains more and more
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Fig. 7. Number of liars detected over time with experience-based trust.

Fig. 8. Average speed of all cars with role- and experience-based trust.

experience, which results in an increasing number of detections
over time, as shown in Fig. 7.

4) Combining Role- and Experience-Based Trust: From
Figs. 4 and 6, we can see that even though experience-based
trust results in an increase in the average speed of vehicles in
the network with the presence of malicious agents, role-based
trust does this job more effectively. In this experiment, we com-
bine both dimensions together and measure the average speed.
These results are presented in Fig. 8. As we can see, by com-
bining these two dimensions, we can achieve an average speed,
which is higher than when using any one of these two dimen-
sions individually. This shows that a trust model for agents in
VANETs can greatly benefit by combining several dimensions
of trust as proposed in this paper.

5) Coping With Sparsity: This experiment is carried out to
demonstrate the property of our model in coping with the data
sparsity problem. In this experiment, we involve 50 nodes and
run the simulation for 300 s of simulation framework time. We
reduce the ratio of communication between nodes. The available
data for modeling the trustworthiness of nodes is more sparse
when the communication ratio is lower. As can be seen from
Fig. 9, the percentage of detecting malicious nodes decreases
when the ratio of communication is reduced. By decreasing the
value of β, the ability of detecting malicious nodes is increased
dramatically.9 This indicates that our model is able to cope with
the data sparsity problem by changing the parameter β to adjust
the weight of available data.

The role-based trust in our model is also able to cope with
data sparsity. As shown in Fig. 8, with only the experience-

9The absolute value of β in (2) reflects the weight placed on available data.
Since −1 < β < 0, decreasing the value of β will increase its absolute value,
and the weight of data will also be increased.

Fig. 9. Coping with sparsity.

based trust, the performance difference of our model between
more and fewer liars is large. This difference is reduced when the
role-based dimension is also used. The role-based trust reduces
the impact of more liars, and therefore, is able to begin to cope
with the data sparsity problem.

V. RELATED WORK

Lin et al. [35] have investigated the benefits achieved by
self-interested agents in vehicular network through simulations.
They consider a scenario, where agents can achieve road con-
gestion information from other agents through gossiping. Two
different behaviors of self-interested agents are investigated:
1) agents want to maximize their own utility and 2) agents want
to cause disorder in the network. Simulation results indicate
that for both behaviors, self-interested agents have only limited
success in achieving their goals, even if no counter measures
are taken. However, the authors realize the need to take these
preliminary results to more complex and potentially more dam-
aging scenarios that may arise in VANETs. They also identify
the need to establish trust in VANETs through distributed repu-
tation mechanisms, motivating our work.

In contrast to the traditional view of entity-level trust, Raya
et al. [24] propose that data-centric trust may be more appro-
priate in the domain of ephemeral ad hoc networks, such as
VANETs. Data-centric trust establishment deals with evaluat-
ing the trustworthiness of the data reported by other entities
rather than trust of the entities themselves. In their model, they
define various trust metrics of which a priori trust relationships
in entities is just one of the default parameters and depends on
the attributes associated with a particular type of node. Using
Bayesian inference and Dempster–Shafer Theory, they evalu-
ate various evidences regarding a particular event taking into
account different trust metrics applicable in the context of a par-
ticular vehicular application. Finally, their decision logic outputs
the level of trust that can be placed in the evaluated evidences in-
dicating whether the event related with the data has taken place
or not. There are some commonalities between our approach
and theirs, for example, they also propose the use of task/event-
specific trust metrics as well as time and location closeness.
However, there are important differences as well. We combine
these metrics in a fundamentally different way taking the tra-
ditional view of entity-level trust instead of data-centric trust.
One of the shortcomings of their work is that trust relationships
in entities can never be formed, only ephemeral trust in data is
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established, and because this is based on a per event basis, it
needs to be established again and again for every event. This
will work so long as there is enough evidence either in support
of or against a specific event, but in case of data sparsity, we
believe our model would perform better. We leave a detailed
comparison between these two models for future work.

Dotzer [23] has suggested building a distributed reputation
model that exploits a notion called opinion piggybacking, where
each forwarding agent (of the message regarding an event) ap-
pends its own opinion about the trustworthiness of the data.
They provide an algorithm that allows an agent to generate
an opinion about the data based on aggregated opinions ap-
pended to the message and various other trust metrics, includ-
ing direct trust, indirect trust, sender-based reputation level, and
geosituation-oriented reputation level. This last trust metric al-
lows their model to introduce some amount of dynamism in
the calculation of trust by considering the relative location of
the information reporting and the receiving nodes. Additionally,
the situation-oriented reputation level allows a node to consider
certain situational factors, e.g., familiarity with the area, rural,
or metropolitan area, etc., again introducing some dynamism
in trust evaluation based on context. Our model has direct trust
in the form of experience-based trust, indirect trust in the form
of role-based trust. Furthermore, we also use location closeness
in our model that is similar to geosituation-oriented reputa-
tion level in their model. However, we provide an algorithm to
combine, for example, experience- and role-based trust into a
priority-based trust, at the same time taking the majority opin-
ion into account. This way of combining these different metrics
is a novel feature of our model and is tailored, specifically, for
the domain of VANET. Additionally, our model does not rely
on introducing opinion piggybacking in message passing and
the associated algorithms to generate and aggregate opinions at
each individual node.

Golle et al. [31] present a technique that aims to address the
problem of detecting and correcting malicious data in VANETs.
The key assumption of their approach is in maintaining a model
of VANET at every node. This model contains all the knowl-
edge that a particular node has about the VANET. Incoming
information can then be evaluated against the agent’s model of
VANET. If all the data received agrees with the model with a
high probability, then the agent accepts the validity of the data.
However, in the case of receiving data, which is inconsistent
with the model, the agent relies on a heuristic that tries to re-
store consistency by finding the simplest explanation possible
and also ranks various explanations. The data that is consistent
with the highest ranking explanation(s) is then accepted by the
node. The major strength of this approach is that it provides
strong security against adversaries that might even be highly
trusted members in the network or might be colluding together
to spread malicious data. The approach that we present in this
paper is orthogonal to their approach. In particular, we do not
aim to detect and correct malicious data in the network, instead
we want to detect the entities (agents or cars) that are gener-
ating this malicious data, establishing trust, or distrust in the
entity itself. This allows an agent to avoid an interaction with a
distrustful agent in future.

Gerlach [36] has outlined a sociological trust model based on
the principle of trust and confidence tagging. They have iden-
tified various forms of trust including situational trust—which
depends on situation only, dispositional trust—which is the level
of trust based on an agent’s own beliefs, system trust—depends
on the system, and finally, belief formation process—which is
the evaluation of data based on previous factors. Additionally,
they have presented an architecture for securing vehicular com-
munication and a model for preserving location privacy of the
vehicle. Again, though this model has some similar components
as our model, for example, situational trust can be compared
with event/task-specific trust, similarly dispositional trust can
be compared to experience- or role-based trust. However, as
opposed to our model, they place much emphasis on the use
of their trust and security framework for developing context-
aware applications and services for vehicular networks, taking
into account the ease of development of such applications. Fur-
thermore, their model focuses more on the system level security
features, such as preserving location privacy.

A number of researchers have proposed trust and reputa-
tion models with role-based approach and the notion of confi-
dence [22]. In particular, [37] introduced FIRE, a framework
that integrates direct trust and role-based trust, in which the di-
rect trust model of [17] is proposed as the method for capturing
this element of the overall calculation, with some adjustment
to consider, more carefully, the decay of trust values over time.
In contrast, our model incorporates role- and experience-based
trust, which are combined using a priority-based approach, to-
gether with majority-based trust to evaluate the trustworthiness
of agents in the aggregate, while taking into consideration the
important properties specific to VANET environments.

Wang and Singh [38] have further extended the notion of con-
fidence to a certainty measure that takes into account not only
the number of interactions but also the conflict among the reports
of multiple reporting agents. Certainty decreases when conflict
among reports increases, which is similar to our majority-based
trust. In our majority-based trust, a majority consensus can be
reached only when a significant majority agrees in the reports
or little conflict exists among the reports. In this case, the ask-
ing agent will be certain and confident enough to follow the
majority’s advice.

VI. CONCLUSION AND FUTURE WORK

The question of placing trust in the data received from other
agents in VANETs can potentially become a question of life
and death. The success of deploying VANETs, therefore, is
contingent upon the success in establishing effective methods of
trust establishment [35]. In this paper, we started by discussing
some of the key challenges to modeling the trust of agents in
VANET environments followed by identifying the areas, where
the existing trust models in the domain of multiagent systems
are lacking in their applicability to VANETs. We then presented
our expanded trust model for agents in VANETs. Our model
is a novel integration of several trust metrics, including role-,
experience-, priority-, and majority-based trust.



MINHAS et al.: MULTIFACETED APPROACH TO MODELING AGENT TRUST 419

To emphasize the contributions of our research, we note the
following. In surveying related work, we highlighted the value
of considering role-based trust [22], event-specific trust sensi-
tive to time and location [24], and the tracking of confidence in
a source of information [38]. Yet, researchers have not explored
sufficiently well how to combine these elements into one com-
prehensive system for modeling trust in the domain of VANETs.
What we have introduced in our research is the important con-
cept of priority-based trust, which provides for an ordering of
the value of an information source within a role category, us-
ing the valuable influence of experience-based trust. We have
also advocated a limit on the number of sources consulted, to
be sensitive to the task at hand. In addition, we have explic-
itly integrated our treatment of time and location considerations
into a procedure for gauging whether majority consensus has
been reached, which ultimately determines the advice an agent
should follow. We have, moreover, considered the case, where
the majority consensus is not apparent, to then rely on other ele-
ments of the trust modeling. The discussion of cases is included,
where untruthful advice is detected due to the consideration of
multiple facets of trust, at once. The various elements are im-
portant to consider together is further confirmed through our
experimental results.

For future work, we plan to explore various extensions to our
current model. One interesting topic to explore is how to make
use of a “commuter pool”—a set of agents that travel the same
route with some regularity, as mentioned in Section III-B2. This
would provide a social network, where trust may be built up and
frequent encounters may occur. This scenario would heighten
the value of experience-based trust as part of the model.

Considering effective modeling of location information could
also form an important thread for future research, due to its role
in the calculation of majority-based opinion. For example, to
avoid spoofing of location information, independent methods
for vehicle tracking may need to be incorporated. We may also
explore how to integrate incentives for drivers to opt into honest
location reporting (e.g., as a precondition to receiving informa-
tion from other vehicles).

To cope with various malicious attacks, in general, is another
interesting topic of research. Collusion is notoriously difficult to
address, but individual vehicles that are misreporting may pos-
sibly be detected due to differences with other vehicles, through
our majority opinion algorithm. Our approach of combining
experience-based, role-based, and majority-opinion trust offers
some important checks and balances against dishonest report-
ing. For example, an agent may choose to constantly report that
the roads are congested, assuming that agents receiving these
reports will avoid the roads, and then, never discover the dis-
honesty. But the agent will be gathering multiple reports and if
the majority opinion suggests that the road is free, the dishonest
agent will be discovered. Likewise, high authority agents may
exist to strongly discount the dishonest agent’s reports.

The case, where agents fail to report events is also an interest-
ing one to explore, for future research. If location-tracking infor-
mation becomes more prevalent, failure to report a life-critical
event at that location may be independent reason to decrease
trustworthiness; vehicles in special roles (such as police) would

likely serve to confirm the presence of such a life-critical event.
Current models of trust and reputation in multiagent systems
have focused more on evaluating the trustworthiness of infor-
mation that has been received, rather than considering the lack
of reporting. Perhaps some new ground in trust modeling would
be introduced by this research.

For future work, we also plan to expand our experimen-
tal evaluation to include more complex scenarios, where we
test the effectiveness of other components including event/task
and location/time specific components. Approaches such as that
of [39] or of [40] may be particularly valuable to consider, as
they propose methods to also be context-sensitive when mod-
eling multidimensional trust. Furthermore, it is also important
to confirm the scalability of our trust model with an increasing
number of agents in the system. In fact, increasing the number of
vehicles in our simulations may also provide additional insights
into how best to set the value of n in Step 1 of our algorithm.

We could also consider a scenario, where more than one
agent (vehicle) in VANET forms a coalition with other agents to
achieve a common goal. For instance, one such goal could be to
cause mayhem in the network, which can be attributed to van-
dalism or terrorism [35]. The consequences can be very critical
and might end up claiming many lives. Future experimentation
could also include cases, where life-critical events, such as ac-
cidents are at play. In these cases, some kind of authority should
be involved and this can serve to keep the other vehicles on the
road honest in their reporting. A false report would differ with
that of the authority. These experiments would, therefore, pro-
vide greater insights into the value of our concept of role-based
trust.

As a final thread for future research, we may investigate the
approaches of other authors, who are also concerned with the
issues of scalability and privacy that we are interested in address-
ing within our model, in order to determine new directions. For
example, a position-based clustering technique for communica-
tion between agents is proposed in [41]; this approach integrates
positioning information in electing the head of a cluster in order
to achieve better scalability. Preserving the privacy of an agent
through the use of proxies in peer-to-peer data sharing has been
explored in [42]. This work suggests that proxies may provide
valuable masking of the identity of an agent, as long as they are
trusted.
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